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ABSTRACT 

In this paper we describe a methodology for considering culture of users and environments 
when developing information security systems. We discuss the problem of how researchers and 
developers of security for information systems have had difficulties in considering culture of users 
and environments when they develop information security systems. This has created environments 
where people serve technology instead of technology serving people. Users have been considered just 
as any other component in an information system which has resulted in having efficient technical 
controls but inadequate social controls for security. In this paper we propose a new security 
framework that considers culture of users and system environments in developing information 
security systems.  
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1 INTRODUCTION 

1.1 Information Systems and Environments 

Information systems have to learn to adapt to different system environments and to cultural 
environments. “A system is here defined as a set of objects together with relationships between the 
objects and between their attributes related to each other and their environment so to form whole” 
[22]. An information system can be modelled to consist of abstract systems, (information), living 
systems (people), and concrete systems (technology) [12]. “Churchman defines environment as those 
factors which not only are outside the system’s control but which determine in part how the system 
performs” [22]. An environment of an information system is outside of the control of an information 
system. There are hostile and friendly environments and an information system must be able to learn 
and adapt in both the hostile and friendly environments.  Who defines the boundary between a system 
and its environment? What are the factors that set this boundary? Every information system has 
internal and external environments [22]. We suggest that values of people (culture, traditions, laws, 
policies, and other social issues) and geographical boundaries need also to be considered when an 
information systems security designer set the boundary between a system and its environment. 
Currently with information system designers and developers of IT set the boundary between a system 
and an environment for users without asking their values. Users of information systems cannot really 
be regarded as system owners as long as their systems cannot be controlled or defended. The 
organization has the following environments: labour, customers, ecology, public, material and 
equipment, land, capital, government, competitors, and technology but an organization controls only 
part of the environments, as shown in figure 1[22]. 

 

Figure 1: Organization: Its resources and its environment [22] 

1.2 Culture and Information Systems 

There have been concerns about the role of culture in information systems [20]. Culture has been 
defined differently by different scholars [10]. Van Dam, Evers and Arts define culture as a set of 
values, attitudes, and behaviours that people learn or are passed over to them over a period of time 



[26]. There is a general agreement among information system researchers that culture affects the way 
individuals’ interact with complex information systems [20]. However, a model has not been 
developed to measure the effect of culture to individuals. They [20] write,  

“Science educators, from Japan, India and Africa, appear to share a common 
understanding that science needs to be perceived in a cultural context and to link 
the development of scientific literacy with an understanding of worldview. 
Between them, they have examined the faiths, philosophies and logic of students 
from various cultures to examine, within a culture, the conflict between 
‘scientific’ and traditional concepts of science. Some have been able to link 
traditional belief and the understanding of scientific concepts or performance of 
experimental tasks. Others have also shown that science teachers’ worldviews and 
their traditional beliefs affect their teaching and thus their students’ learning.”  

Another question is how much culture affects the decisions that an individual makes when using 
computer systems [20]. Further concern is whether a function that is provided by an Internet system is 
consistent across cultures [20]. Van Dam, Evers, Arts did a survey in three different cultures, 
Moroccan, Surinamese, and Dutch, on user experiences on e-government sites [26]. The results show 
that Dutch and Surinamese could notice titles on the left side faster while the Moroccan could notice 
things on the right sides of pages faster. The Moroccans are sensitive to green and red colours. This is 
because the Moroccans started to read from right to left. Dutch showed a less degree of uncertainty 
avoidance and they did not read in details but just browsed. The Moroccan needed confirmation that 
they are performing alright while Dutch and Surinamese did not need this confirmation. The 
Moroccan culture is a masculine culture in which recognition of achievement is important to 
participants. Dutch and Surinamese are feminine and they did not need recognition of achievement. 
Also the Surinamese and Dutch are neutral in culture, which means that showing emotion is regarded 
as unprofessional. The Moroccan culture is affective which implies that showing of emotion is 
regarded as normal. The Moroccan is a collectivist culture and it believes that the government website 
can not have mistakes and so the Moroccans blamed themselves for the mistakes. The Dutch and 
Surinamese are individualists and they blamed the system for the mistakes.  The conclusion was that 
people with different culture backgrounds experience different problems in using e-government 
applications.  

We have created a new security framework [17] [30] that is based on the Systemic-Holistic approach 
and the Immune system. The new security framework is a function of the deterrence, protection, 
detection, response, recovery value-based chain functions. The new security framework applies the 
system theory and holistic approach to provide security for information. The new security framework 
applies the principles of the immune system to make systems learn to adapt to environments. We 
apply the software agents to provide security services in analogy to B-cells and T-cells in immune 
systems.  

2 THE STEPS TO TAKE WHEN CONSIDERING CULTURE OF USERS AND SYSTEM 
ENVIRONMENTS IN THE NEW SECURITY FRAMEWORK 

2.1 Analyze the threat agent  

In the first step we start by analyzing the threat agent based on the socio-technical economical 
system [15]. We document the states that an enemy of an information system could control and the 
states that an information system owner could control. We created the model of the enemy in which 



we analyze the methods, tools and processes that an enemy to the systems can apply to attack 
information systems. 

2.2 Classify Assets and perform risk management 
The second step is to classify the assets and perform risk management in an information system. 

We have automated the classification of assets and risk management using software agents. The 
recovery sub system of the new security framework identifies, assesses, and manages risks. Risk 
management is based on the Enterprise Risk Management (ERM) – Integrated Framework of the 
Committee of Sponsoring Organizations of the Tread way Commission (COSO) [21].   

2.3 Analyze environments where the systems in focus operate 

The third step is to analyze the information system environments in the information system. 
This involves identifying the local environment, embedded environment, total environment, and 
predicting future environments [1] [27]. It also involves classifying the environments, analyzing the 
levels of security of these environments. We identify the environments where a system will be 
operating.  An observation is made over a period of time to study the inputs that are coming and 
affecting an information system. Then the sources of the inputs have to be studied and traced. Some 
inputs could be more complicated as they are a result of several environments integrated together.  
After identifying the inputs, we have to find ways of modifying the inputs so that they do not affect 
the general state of information system as shown in figure 2. Modification of inputs and outputs is 
done using the Cybernetics feedback mechanisms [22].There are a number of ways in which we could 
classify environments [22]. In this work, we choose to classify the environments based on their 
complexities, dynamism and security levels of environments.  

Figure 2: Inputs from Environments 

An environment could be simple and static, simple and dynamic, static and complex, or 
dynamic and complex [22]. A static and simple environment has: few factors and components; 
homogenous factors and components; factors and components that do not change; a stable 
environment [22]. A complex and static environment has: large number of factors and components; 
heterogeneous factors and components; factors and components that do not change; unstable 
environment. The simple and dynamic environment has:  few factors and components; similar factors 
and components; unstable environment; the state of factors and components that change; rate of 
change of change could be stable or unstable. A complex and dynamic environment has: large 
number of factors and components; heterogeneous factors and components; high level of uncertainty; 
unstable environment; the state of factors and components change and the rate of change could be 



  

stable or unstable [22]. Examples of environments affecting information systems include an operating 
system, computer hardware, intranet, Internet Service Provider (ISP), education, hardware, operating 
systems, electric power, heating, cooling, floods, earthquakes, fire, and cultural environments. What 
sets the boundary among different environments? Is it policies, ethics, culture, or laws?  

The next step is to analyze, using the Systemic-Holistic Approach, the correctness of an 
environmental systems (like the operating system where an information system is running) at the 
theoretical/model, design/architecture, and implementation levels [27]. We apply different standards 
and criteria to analyze the correctness of environmental systems. We analyze the correctness at the 
different levels because a standard of a system can be correct but its implementation can be wrong. 
An example of this is the Wired Equivalent Privacy (WEP) encryption system for wireless systems. 
This encryption system bases on the stream cipher RC4. The algorithm of RC4 does not have flaws 
but the implementation, the key scheduling and management facilities, is flawed [2]. Many 
algorithms are basing on wrong mathematical assumptions, which can lead to vulnerabilities in 
security systems at the higher levels. Then we need to have proofs of correctness at the design and 
implementation levels.  

 

2.4 Assess the effects of culture and traditions of users to information security 

The fifth step is to assess the effects of culture and traditions of users to information security in 
this information system. We apply the informal cultural model, figure 3, to predict the behaviours of 
users. Chaula and Yngström made a study in [4], where they examined how human behaviour affects 
systems security. They found that people with low uncertainty avoidance tend to lack holistic 
approaches to security which implies that they: lack security in depth measures;  “lack attention to 
details”; tend have “poor risk assessment”; have “poor assumption about motivation, opportunity and 
methods”; “lack of information classification”, use metrics poorly [4]. Cultures where people have 
low future orientation have ineffective contingency planning. This affects prediction of disasters and 
preparation if an attack or a disaster was to occur. Cultures where power distance was high result in 
poor communication on security issues between upper level management and employees and 
technicians [3] [4]. In low power distance cultures communication and discussion on security issue 
was better but readiness to report unethical conduct in security was not high [4].   

2.4.1 Informal cultural model 

We have established an informal cultural model for predicting the behaviour of users to 
information security system of different cultures. This cultural model will help developers of security 
for information systems to predict the behaviour and preferences of users of different cultures. This 
model consists of the following components: General Living System ID; Hofstede; Worldview; 
Social Identity theory (SIT); Computer Literacy; and General Education as shown in figure 3. 

 



  

Figure 3: Informal cultural model [17] 

The General living System Identity of an individual contains the cell, organ, organism, group, 
organization, nation, supranational [16] [27]. The general Living identity will provide among others 
information about cultural background. For instance if the culture reads from right to left then it 
means the important instructions or pictures in information security have to be placed on the right 
side of the pages to be noticed faster.  The Hofstede [10] component consists of the values: power 
distance index; individual vs. collectivism index; uncertainty avoidance index; femininity vs. 
masculinity index; and long-term vs. short-term orientation index. The next component is the 
Cobern’s worldview theory [5] [20]. This theory consists of how an individual understands the world 
and other people, classification, causality, relationship, self, time and space. This includes a model of 
the world, what we should do, how we should reach our goals, where are we heading, what is true and 
false, etc. The next component is the social identity theory with categorization and identification as 
sub components [23] [20]. These identities can be at personal, group, national, ideological, and 
religion levels. Then we have computer literacy, which indicates the practical and theoretical 
computer knowledge that an individual has. The last component is the general education of the 
individual.   

In cultures where power distance is high there is a tendency of over respecting the older people 
and people who have higher positions in companies. Therefore, there is higher possibility of 
breaching security if there is external pressure from older people or people with higher positions in a 
company. This implies that if a boss wanted to borrow a password or a smart card from an employee, 
the employee is likely to accept the request, thereby breaching security. Therefore, as developers we 
need to create an authentication system that will not work in cases when there is a possibility of such 
external pressure to breach security. In countries with low power distance, this possibility is low. 
There could be a tendency of making security policies and procedures that are not widely accepted by 
all employees since high-level discussions do not always involve low-income groups in high power 
distance cultures. Björck and Jiang made a study to compare the implication of culture on IT security 
between Sweden and Singapore [3]. The power distance in Sweden is low, 31%, while in Singapore it 
is high, 74% [3] [10]. The manager of a company is Singapore commented that he makes the policies 
and other issues of IT security and then gives them to the IT department to implement. The Manager 
of a Swedish company commented on the same issue that he identifies the policies and other IT 
security issues and then calls a meeting with all the employees involved to discuss and solve the 
issues.   

In cultures that value individualism, people tend to make decisions that are more in an 
individual’s interests than group’s interests. This means that a security manager will tend to choose 
the security decisions of self-interest in the first hand, while security managers from cultures that 
value collectivism will tend to make security decisions favouring group interests. Another example 
from the same study [3] is that Sweden scores 71% in the individualism collectivism index, while 
Singapore scores 20% [10]. It was observed that in Singapore employees consider themselves as an 
extended family and so they share passwords with each other and they do not consider this as a 
security breach, while in Sweden people do not share passwords. It was also noted that employees in 
the Singapore could access even resources that they do not need while in Sweden employees could 
access only the resources they needed. Hofstede [10] comments that in societies that value 
collectivism people consider themselves as an extended family, which implies that they trust each 
other and share responsibilities. This implies in the IT Security world that if for some reasons an 
employee is not at the workplace now, the employee can ask a colleague to access resources on her 



  

behalf by providing all the necessary authentication and authorization credentials. It was also noted 
that when employees leave companies in Singapore their accounts could remain for a long time 
without being terminated, while in Sweden when an employee leaves a company for another company 
the accounts are terminated immediately [3]. 

In societies where there is the index of uncertainty avoidance is high people tend to be protected 
against unknown situations and do not always allow their children to experience unknown situations. 
Students usually expect teachers to have all the answers to their questions [19]. People prefer to have 
rules, laws and regulations in most areas where environments are structured [19]. In societies where 
this index is, low people are not protected against unknown situations and they allow children to 
experience unknown situations. In information systems security people would tend to take more risks 
and so leave parts of the information systems unsecure.     

2.5 Apply Socio-Technical measures where culture and traditions create weak links in 
information security 
The sixth step is to apply social-technical measures [12] where culture and traditions create 

weak links in information security. Knowledge is applied to understand, to explain, to predict and to 
control.  The informal model will be applied in form of procedures to control. Control can be used to 
control negatively or positively. The different actions will be assigned values. If the consequence of a 
certain action or value is negative then this action will be forbidden. If the consequence of a certain 
value or action is positive then the action will be allowed.   

2.6 Provide features to make an information system learn to adapt to environments 

In this step we provide measures for making an information system and information security 
system learn to adapt to environments. Ashby proposed two types of adaptations [25]. The first is to 
make the system adapt to an environment. The second adaptation is to make the system learn to adapt 
when the environment changes. We apply the Cybernetics feedback mechanisms [22] and digital 
immune system [9], variety and regulation [9] and Cybernetic structural models [11] [9] for the first 
type of adaptation. We apply the Viable System Model, VSM, [9] [1] for the second type of 
adaptation. Different nations and enterprises apply the VSM [9]. The major application of this model 
[9] was in Chile during the times of president Salvador Allende. The intelligent forces were trying to 
destabilize the economy because Allende was a dictator but Chile applied the Viable System Model 
[30] to stabilize the economy of the country. The environmental disturbances came from the 
intelligence agencies and the VSM was regulating the disturbances to stabilize the economy [25]. We 
apply this model to make the security framework learn to adapt to environments. The Viable system 
model [1] [27] [9], Figure 4, consists of five sub systems: Subsystem 1, Subsystem 2, Subsystem 3, 
Subsystem 4 and Subsystem 5.  

Subsystem no 1 is the lowest level and subsystem 2 is coordinating the operations of subsystem 
1 and it receives orders from subsystem 3 [1] [27]. Subsystem 3 is a commanding and controlling 
subsystem. It controls the internal stability of subsystem 1 and audits it through command and audit 
channels [27]. Subsystem 4 is concerned with future, adaptation, planning, and simulation measures. 
Subsystem 4 is responsible for making sure that the whole system learns to adapt to dynamic 
environments. Subsystem 4 collects data on environmental disturbances and stores them in a 
database. We apply these data to create probabilistic models to forecast the future environmental 
disturbances [9] and thereby foresee how the system will react to those future disturbances. 
Subsystem 5 creates rules, identities, goals, and policies of operations. Subsystem 5 monitors the 
behaviour of subsystems 3 and 4 to make sure that they follow the rules, policies and goals.  



  

 

 

Figure 4: VIABLE SYSTEM MODEL [9] 

Figure 5: Variety and regulation [9] 

Figure 6: Cybernetic structural model [9]



  

Every subsystem 1 has a local environment embedded in another environment. This embedded 
environment is part of a total environment, which contains a future environment. Subsystem 2 is 
responsible for stabilizing subsystem one. Subsystem 3 monitors the behaviours’ of subsystems 1 and 
2 and is concerned with internal operational controls of subsystem 1 [9]. It also audits the subsystem 
1 to make sure that it performs in accordance to the plans given to it through subsystem 2. Subsystem 
4 is concerned with the outside and future of a system. The controller of the desired essential 
variables mixes them with variables from the monitors to produce the harmless inputs to the 
information systems. There are two types of feeding: feed forward in which the regulator receives the 
disturbances and acts before the information security system; in the negative feedback, the 
information security system receives the environmental disturbances and then the regulator regulates 
the disturbances via the transformer. For every environmental disturbance, there is a corresponding 
response as shown in the outcome matrix in Figure 6. The new security framework receives 
environmental disturbances through the deterrence, detection, prevention, response, recovery sub 
systems. The adaptability system of the security framework monitors and records the environmental 
disturbances, essential variables, and regulators over time as shown in figure 5. The adaptability 
system applies these recorded data to create probabilistic models to forecast the future environmental 
disturbances [9] and thereby foresee how the whole security framework and the information system 
will react to those future disturbances. 

There is a table of transformations in memory of environmental disturbances, essential variables and 
regulatory disturbances. The controller of the desired essential variables for the security framework 
and the information system mixes them with variables from the monitors to produce the harmless 
inputs to the information systems. The implication to information security systems is that the 
regulator (R) must be able to produce as many responses as the number of disturbances (D) from an 
environment [9], as shown in Figure 6. 

2.7   Compare allocates of economical resources to the different security value-based chain 
functions 
In this step, we do an analysis of how to allocate economical resources to the different security 

value-based chain functions deterrence, prevention, detection, response, and recovery [13]. In the 
same way, we analyze to determine how to allocate economical resources to each sub system the new 
security framework. We have used the Delphi method [28] to construct an ideal security value chain 
for an information security system in an abstract situation [29] as shown in table 1. 

Table 1: Allocation of economical resources on sub systems 
Sub system Deterrence  

subsystem 

Prevention 

Subsystem  

Detection 

Subsystem 

Response 

subsystem 

Recovery 

Subsystem 

Average distribution 18.75% 24.38% 23.13% 14% 19.38% 

Analysis of allocation deviation using Chi- square  

We analyzed the deviation in allocation of economical resources, shown on table 1, to the 
security value-based chains using Chi-square [18] X2  
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We applied the formula for Chi-square in which Oi is the observed economical allocation on 

each sub system; Ei is Expected economical allocation on each security value-based function. Ei = 
20000. The number of observations, c, is five. We set the degree of freedom to be four. The degree of 
freedom is the number of observations minus one. The null hypothesis [8] was the deviation from the 
expected allocation of economical resources to the security value-based chain functions is not 
significant. We applied the graphpad chi square calculator [7]. The result is that Chi-squared equals 
3136.890 with four degrees of freedom.  We calculated the probability, P, and found P(X2 > 
3136.890) = 0.0001. We applied significance level of Probability = 05%. This significance level was 
established by Fisher [8] who wrote, “The value for P=0.05, or 1 in 20, is 1.96 or nearly 2; it is 
convenient to take this point as a limit in judging whether a deviation ought to be considered 
significant or not.”  In this observation, we have received the P value to less than 0.0001. This 
difference is extremely statistically significant. The deviation of the allocation of economical 
resources to the security value based chain functions deterrence, prevention, detection, recovery, and 
response from the expected allocation is significant and would indicate that the security culture is 
different. 

2.8 Educate users of information systems in social engineering and about the security 
framework 

The ninth step is to educate users of information systems in the information system in social 
engineering and about the security framework. This could be done physically, electronically using 
mobile agents or knowledge bots [24] [14]. 

2.9 Evaluate the outcomes of the implementation of the new security framework 

The last step will be to evaluate continuously the outcomes of the implementation of the new 
security framework and follow the plan, do, check, act process for continuous security improvement 
outlined in ISO27001 [6]. 

 

3 CONCLUSION AND LIMITATION 

We have proposed a new security framework in which we describe a methodology for 
considering culture of users and environments where information systems operate in developing 
information security systems. The methodology is also aimed at creating environments where 
technology serves people instead of people serving technology. We show the importance of applying 
both socio and technical controls in strengthening weak links that have been created by culture of 
users. The new security framework provides adaptability features that make information systems 
learn to adapt to environments. The limitation is that the framework has never been applied in its 
totality and consequence there is no data to either validate the framework or compare this framework 
with other information security frameworks.  
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