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SUMMARY

We present a formalization of an intuitively sound
strategy for learning a description from examples
within a partition examples are grouped according
to greatest resemblances and examples not in the

same subset show a maximum of differences.

I. INTRODUCTION
WINSTON [4] has demonstrated the importance of the
near-miss concept in a context of learning descrip-
tions from examples. His methodology is practical
when a few simple scenes are dealt with. We have
extended it to include numerous complex examples.
The definition of the near miss concept [3 ,4]
be summarized in section 3.
A problem arises from the fact that a large
number of near-misses can be obtained which do not
convey the same type of information. Our experience
shows that at least three types of near-misses must
be introduced highly ambiguous, ambiguous and
discriminant near-misses, each conveying a diffe-
rent type of information. A second problem concerns
the building of a structural description when
several examples of several concepts are given, i.e.
there are so many possible descriptions that a choi-
ce must be made of the most suitable as a recogni-
tion device. This leads us to define "promising"
partitions of a set of examples. Given a set of
examples, the description will be a tree recursively
constructed by the rule divide the set into its
most promising partitions. An example of our metho-
dology is given below. This example is actually too
simple for the system and must be considered only
as an illustration of the definitions we propose.
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2. EXAMPLES
Given 3 concepts, each of them illustrated by only
ong example :
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Each labelled stroke is one element part of the

example.

The first step consists of defining the reference
stroke e.g, that which is most centrally located,
or that which contains other element, or possibly
that which is directly above the central stroke.
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This choice is very important as the whole process
depends on it, but an explanation of the reasons
underlying the choice is not within the scope of
this paper.
Once a reference or "most important" stroke has
been chosen, its relationships with the other stro-
kes are computed using rules very similar to those
usually used in formal descriptions [1,21. For
example, in "Man" M the relationship between 1 and
2 is expressed by 1(1,0,0,-1)2, meaning that,
a) 1 and 2 are tangent, b) 1 and 2 are not inside
each other, c) 1 and 2 have their centers on the
same vertical axis, d) 1 is directly below 2. Here
1 is the first stroke, (1,0,0,-1) is the relation-
ship between 1 and 2,2 is the second stroke. The
only important point about this description is that
it is already a generalization of the description
since, for example, relationships between 3 and 5
will never be looked for.
We thus obtain a list of sublists which is a des-
cription of these three examples (this has to be
accepted by the reader) :
M ((1(1,0,0,-1N2),(1(3,0,-1,-5)3),(1(3,0,1,~5)4),
(1(310l-5.I)5|(1(3.°|5.|>6)y

B : ((2(2,4,-1,0)1),(2(3,0,-5,1)3),(2(3,0,5,1)4),
(2(5,0,1,-5)5), (20,0,1,5)6), (2{0,0,4,3)7),
(2{0,0,5,1)8) ,(2(0,0,5,1)9),(2(0,0,~5,3)10),
(2(0.0.”5,]’1]). (2(0.0.“6.1)]2)).

T: ((’(IQOD’D—IJZ) ,(I(I,O,-S,-1)3),(I(I.O,—5.-I)

&)|(1(l;0i5|'})5)|(I(Otonks'a)ﬁ)'(|(°.D’°|'I)7)n
(1(0.0,-4,~3)8))

3. NEAR-MISSES

Given that M1,B2 and TI
strokes of the 3 concepts,
near-miss is

If two sublists of two different examples refer to

a stroke of the same importance and if the relation-
ships match except for one and only one of their
elements, then the conjunction of the two relation-
ships is a near-miss between the two examples.

For example, considering the lists of M and T,
the sublists (1(1,0,0,-1)2) and (1(1,0,5,-1)5)
constitute a near-miss central (1,0,0,-1/1,0,5,-1),
since they both refer to the central stroke and
their relationship matches except for one of its
values.

Let El and E2 be two examples. Let r1 a relation-
ship of E1 which constitutes a near-miss with a
relationship r2 of E2.

A near-miss is highly ambiguous when rl
longs to E2 and r2 also belongs to EI.
For example, central (3,0,5,1/3,0,~5,1) is highly
ambiguous

are considered as reference
the definition of a

also be-



A near-miss is ambiguous when r! also belongs to EZ
or (exclusive or) r! also belongs to El.

For example, central (3,0,5,1/0,0,5,1) is ambiguous.
A near-miss is discriminant when rl does not belong
to E2 an r2 does not belong to EI.

For exsmple central {3,0,1,-5/5,0,1,-5) is discrimi-
nant. From the data given in section 2, it follows
that ; near-misses between M and E are :

highly ambiguous : (3,0,5,1/3,0,-5,1)

ambiguous : (3,0,5,1/0,0,5,1) = (3,0,-5,1/0,0,=5,1)
separating : (3,0,1,-5/5,0,1,=-5)

near-misses between M and T are :

digcriminant (1,0,0,-1/1,0,5,-1) : (1,0,0,-1/1,0,

'5!'|)| “nosot'l!olopon'”

near-migses betwesen B and T are :

discriminant : (0,0,4,3/0,0,4,-3) ;(0,0,-4,1/0,0,

*r L1

4. DEFINITIONS

4.1. Relationships between two examples Ei and Ej
Ei and Ej are highly comparable if there exists at
least one separating near-miss and one highly ambi-
guous near-miss between them.

Ei and Ej are comparable if there exists no highly
ambiguous near-miss between them and there exist at
least one separable near-miss and one ambiguous
near-miss beween them.

Ei and Ej are separable if there exists no highly
ambiguous or ambiguous near-miss between them and
there exists at least one separating near-miss bet-
ween them.

4.2. Relationships between one example Ei and a set
of examples A : Ei does not belong to A. Example
Ei - T A » {M,B}

Let |A| be the number of examples in A

- High Ambiguity Value of Ei relative to A

HAVA(Ei) * number of examples of A highly compa-
rable to Ei divided by |A]
Example : HAV  gy(T) - 0

- Ambiguity Value of Ei relative to A

AVa(Ei) « HAV (Ei)*(number of examples of A compa-
rable to Ei * number of examples of A belonging
to the same concept as Ei)/ |A]

Example : AV(MJ'B)(T) -0

- Discrimination power of Ei relative to A :

S.(Ei) « AV.(Ei)+ number of examples of A separa-
ble from Ei/ IAl
Example SAjtt) - 1

4.3. Relationships between two disjoint sets of
examples A and B :

Definitions are those of section 4.2 except that
all examples of B must be summed over, for each
Ei belonging to B.

5. MOST PROMISING PARTITION OF A SET
5.1. Partition of a set A by a near-miss n
n is defined by the relationships rl and r2.
X be the subset of A which contains all the
examples to which rl or (non-exclusive or) r2
belong. Let X' be the subset A-X.
The partition (X,X') is the partition of

Let

A by n.

142

5.2, Indexes of ambiguity and discrimination power
of a set A of examples :
the definitions of section 4.1 are computed for
all element pairs of A. Let || Al| be the number of
element pairs of A,
- High Ambiguity Index of A :
HAI{A) » number of highly comparable cxample pairs
of A llall

Example : HAL((M B3) = 1/3
= Ambiguity Index of A :
AI{A) = HAT(A}+(number of comparable pairs of A
ﬁ nﬁmber of pairs belonging to the same concept)/

A

Example : AL({%,B,T}) = 1/3
- Discrimination Index of A :
SICA) = LIA(A) + number of discriminable pairs of
A/l Al

Example : SI({M,B,T}) =

5.3. Definition of a most promising partition

Let nl...np be the near-misses of the example pairs
of A. We obtain p partitions of A by nl...np.
Let(X,X') and {Y,Y') be two of these partitions.
{X,X") is considered more promising then (Y,Y')
when

51(X) » SI(Y) ifeqthen SI(X') > SI(Y") ifeqthen

Hﬁvx(x') < HAVY(Y‘) ifeqthen Avx(x') < A‘UY(Y')
ifeqthen sx(x') < SY(Y')

ifeqthen HAL(X) > HAI(Y) ifeqthen HAL{X') > HAI(Y'}
ifeqthen

AI(X) > AI(Y) ifeqthen AJ{X'} > AI(Y') ifeqthen
IXj> | Y]

where the operator ifeqthen means
ding values are equal then...

Example : Let us consider nl=(2,0,5,1/3,0,-5,

1) which createe the partition P1 : X = M ,B, X'=T,

and n2=(1,0,0,-1/1,0,5,-1) which creates P2 : YaM,T,

Yi=B, SI(X)=SIi{Y)=SI(X")=SL{Y")=1
HAV_ (X')=0, HAV_(Y')w1/2, It follows that P) is
mord promizing ¥han P2,

: tf the prece-

6. CONCLUSION

Comments on the intuitive meaning of the most
promising partition while ambiguous and discri-
minant near-misses both emphasize differences and
resemblances between two examples, their respective
proportions of information relative to resemblance
vs. information relative to differences are not the
same. Therefore, ambiguous and discriminant near-
misses do not convey the same type of information.
The role of the above defined indexes is to express
this difference-resemblance play among examples.
This means that our structural description will be
built as follows. We first try to find discrimina-
ble sets (and their associated near-misses). When
we have several discriminable partitions, we choose
among them by minimizing the ambiguity between the
two subsets of the partition. If a choice still
remains, we maximize the ambiguity of each of the
subsets. The last test simply tells which one has
the greatest number of elements verifying the
given near-miss.

This means that we want to keep together examples
which are discriminable as long as possible.



In fact, we describe our work as a formalization of
this sound strategy.
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Note added in proof.

Using a quite different description than the above

one, but using the same near-miss definition and our
"most promising partition" concept, we very recently
built an efficient recognition tree for a very dif-
ferent problem, namely the carcinogenic power of

big chejnical molecules.
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