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SUMMARY 
We present a f o rma l i za t i on of an i n t u i t i v e l y sound 
s t ra tegy f o r learn ing a desc r ip t i on from examples : 
w i t h i n a p a r t i t i o n examples are grouped according 
to greatest resemblances and examples not in the 
same subset show a maximum of d i f f e rences . 

I. INTRODUCTION 
WINSTON [ 4 ] has demonstrated the importance of the 
near-miss concept in a context of learn ing desc r ip ­
t ions from examples. His methodology is p r a c t i c a l 
when a few simple scenes are deal t w i t h . We have 
extended it to inc lude numerous complex examples. 

The d e f i n i t i o n of the near miss concept [3 ,4] 
w i l l be summarized in sect ion 3. 

A problem ar ises from the fac t that a large 
number of near-misses can be obtained which do not 
convey the same type of i n fo rma t ion . Our experience 
shows that at leas t three types of near-misses must 
be introduced : h igh ly ambiguous, ambiguous and 
d isc r im inant near-misses, each conveying a d i f f e ­
rent type of i n fo rma t ion . A second problem concerns 

the b u i l d i n g of a s t r u c t u r a l desc r i p t i on when 
several examples of several concepts are g iven , i . e . 
there are so many poss ib le descr ip t ions that a c h o i ­
ce must be made of the most su i tab le as a recogn i ­
t i o n dev ice . This leads us to def ine "promis ing" 
p a r t i t i o n s of a set of examples. Given a set of 
examples, the desc r i p t i on w i l l be a t ree recu rs i ve l y 
constructed by the r u l e : d i v ide the set i n to i t s 
most promising p a r t i t i o n s . An example of our metho­
dology is given below. This example is a c t u a l l y too 
simple f o r the system and must be considered only 
as an i l l u s t r a t i o n of the d e f i n i t i o n s we propose. 

Each l abe l l ed stroke is one element part of the 
example. 

The f i r s t step cons is ts of de f i n i ng the reference 
stroke : e . g , that which is most c e n t r a l l y l oca ted , 
or tha t which contains other element, or poss ib ly 
tha t which is d i r e c t l y above the cen t ra l s t roke . 

This choice is very important as the whole process 
depends on i t , but an explanat ion of the reasons 
under ly ing the choice is not w i t h i n the scope of 
t h i s paper. 
Once a reference or "most impor tant " st roke has 
been chosen, i t s re la t ionsh ips w i t h the other s t r o ­
kes are computed using ru les very s i m i l a r to those 
usua l l y used in formal desc r ip t i ons [ 1 , 2 1 . For 
example, in "Man" M the r e l a t i o n s h i p between 1 and 
2 is expressed by : 1 ( 1 , 0 , 0 , - 1 ) 2 , meaning t h a t , 
a) 1 and 2 are tangent , b) 1 and 2 are not ins ide 
each o the r , c) 1 and 2 have t h e i r centers on the 
same v e r t i c a l a x i s , d) 1 is d i r e c t l y below 2. Here 
1 i s the f i r s t s t r oke , ( 1 , 0 , 0 , - 1 ) i s the r e l a t i o n ­
ship between 1 and 2,2 is the second s t roke . The 
only important po in t about t h i s desc r i p t i on is that 
i t is already a genera l i za t i on of the desc r i p t i on 
s ince , f o r example, r e l a t i onsh ips between 3 and 5 
w i l l never be looked f o r . 
We thus ob ta in a l i s t of s u b l i s t s which is a des­
c r i p t i o n of these three examples ( t h i s has to be 
accepted by the reader) : 

3. NEAR-MISSES 
Given tha t M1,B2 and Tl are considered as reference 
strokes of the 3 concepts, the d e f i n i t i o n of a 
near-miss is : 
I f two s u b l i s t s of two d i f f e r e n t examples re fe r to 
a s t roke of the same importance and if the r e l a t i o n ­
ships match except f o r one and only one of t h e i r 
elements, then the con junct ion of the two r e l a t i o n ­
ships is a near-miss between the two examples. 
For example, cons ider ing the l i s t s of M and T, 
the s u b l i s t s ( 1 (1 ,0 ,0 , - 1 )2 ) and (1 (1 ,0 ,5 , -1 )5 ) 
c o n s t i t u t e a near-miss : cen t ra l ( 1 , 0 , 0 , - 1 / 1 , 0 , 5 , - 1 ) , 
since they both r e fe r to the cen t ra l stroke and 
t h e i r r e l a t i o n s h i p matches except f o r one of i t s 
va lues . 
Let El and E2 be two examples. Let r1 a r e l a t i o n ­
ship of E1 which cons t i t u tes a near-miss w i t h a 
r e l a t i o n s h i p r2 of E2. 
A near-miss is h igh ly ambiguous when rl a lso be­
longs to E2 and r2 also belongs to E l . 
For example, cen t ra l is h i g h l y 
ambiguous . 
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4. DEFINITIONS 
4 . 1 . Relat ionships between two examples Ei and Ej : 
Ei and Ej are h i gh l y comparable i f there e x i s t s at 
leas t one separat ing near-miss and one h igh l y ambi­
guous near-miss between them. 
Ei and Ej are comparable i f there e x i s t s no h igh ly 
ambiguous near-miss between them and there e x i s t at 
least one separable near-miss and one ambiguous 
near-miss beween them. 
Ei and Ej are | i f there e x i s t s no h igh l y 
ambiguous or ambiguous near-miss between them and 
there ex i s t s at leas t one separat ing near-miss bet-
ween them. 
4 .2 . Relat ionships between one example Ei and a set 
of examples A : Ei does not belong to A. Example : 
Ei - T,A » {M,B} 
Let | A | be the number of examples in A 
- High Ambiguity Value of Ei r e l a t i v e to A : 
HAVA(Ei) • number of examples of A h igh l y compa­
rab le to Ei d iv ided by | A | 

Example : HAV B } ( T ) - 0 

- Ambiguity Value of Ei r e l a t i v e to A : 
AVA(Ei) • HAV (Ei)+(number of examples of A compa­
rab le to Ei * number of examples of A belonging 
to the same concept as E i ) / | A | 

Example : A V { M j B } ( T ) - 0 

- D isc r im ina t ion power of Ei r e l a t i v e to A : 
S. (E i ) • AV.(Ei )+ number of examples of A separa­
b le from E i / I A I 

Example : S ^ j t t ) - 1 

4 .3 . Relat ionships between two d i s j o i n t sets of 
examples A and B : 
D e f i n i t i o n s are those of sec t ion 4.2 except that 
a l l examples of B must be summed over , fo r each 
Ei belonging to B. 

5. MOST PROMISING PARTITION OF A SET 
5 . 1 . P a r t i t i o n of a set A by a near-miss n : 
n is def ined by the r e l a t i o n s h i p s r l and r 2 . Let 
X be the subset of A which conta ins a l l the 
examples to which r l or (non-exclusive or ) r2 
belong. Let X' be the subset A-X. 
The p a r t i t i o n (X,X ' ) is the p a r t i t i o n of A by n. 

6. CONCLUSION 

Comments on the i n t u i t i v e meaning of the most 
promising p a r t i t i o n : wh i le ambiguous and d i s c r i ­
minant near-misses both emphasize d i f fe rences and 
resemblances between two examples, t h e i r respect ive 
propor t ions of in format ion r e l a t i v e to resemblance 
vs . in fo rmat ion r e l a t i v e to d i f fe rences are not the 
same. Therefore, ambiguous and d iscr iminant near-
misses do not convey the same type of i n fo rma t ion . 
The ro le of the above def ined indexes is to express 
t h i s di f ference-resemblance play among examples. 
This means that our s t r u c t u r a l desc r i p t i on w i l l be 
b u i l t as f o l l ows . We f i r s t t r y to f i n d d i sc r im ina -
ble sets (and t h e i r associated near-misses). When 
we have several d isc r im inab le p a r t i t i o n s , we choose 
among them by minimizing the ambiguity between the 
two subsets of the p a r t i t i o n . I f a choice s t i l l 
remains, we maximize the ambiguity of each of the 
subsets. The l a s t tes t simply t e l l s which one has 
the greatest number of elements v e r i f y i n g the 
given near-miss. 
This means tha t we want to keep together examples 
which are d isc r im inab le as long as poss ib le . 
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In f a c t , we describe our work as a f o rma l i za t i on of 
t h i s sound s t ra tegy . 
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Note added in p roo f . 

Using a qu i t e d i f f e r e n t desc r i p t i on than the above 

one, but using the same near-miss d e f i n i t i o n and our 

"most promising p a r t i t i o n " concept, we very recen t l y 

b u i l t an e f f i c i e n t recogn i t ion t ree fo r a very d i f ­

ferent problem, namely the carcinogenic power of 

b ig chejnical molecules. 
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