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Abs t rac t 
In this paper, we explore the computat ional po
tent ia l and l imi tat ions of the mult i- layered con
nectionist models [Minsky and Papert, 1968]. 
We found that the number of layers and the 
w id th are two crucial parameters for the mu l t i -
layered connectionist models. If each layer has 
the same size n and we increment the number of 
layers by 1, then the number of problems solved 
wi l l increase 0 { n 3 ) t imes. On the other hand, 
suppose the number of layers is equal to 2. If 
we increment the w id th by 1, then the number 
of problem solved w i l l increase <D(nn ) t imes, 
where n is the input size. Hence, we can extend 
a 2-layered connectionist model by adding lay
ers or increasing w id th . Our conclusion is that 
increasing w id th is better than adding layers. 

1 I n t r o d u c t i o n 
For studying learning in the mult i- layered connectionist 
models, I t is impor tan t to understand the computat ional 
potent ial and l imi tat ions of the mult i- layered connec
t ionist models. The single layered connectionist models 
have l imi ted computat ional abi l i ty. For example, there is 
no single layered connectionist machine which can com
pute the 'exclusive or' of two bits. Bu t the 'exclusive 
or' problem can be solved by a 2-layer connectionist ma
chine. However, the computat ional abi l i ty of 2-layer con
nectionist models depends on the w id th of the models. 
We define the width of a connectionist machine to be the 
max imum number of neurons in one layer of the connec
t ionist machine. The number of layers and the w id th are 
two crucial parameters for the mult i- layered connection
ist models. In this paper, we examine two extreme cases 
of the mult i - layered connectionist models. In the f irst 
case, we fix the w id th of the mult i- layered connectionist 
models and see what happen when the number of layers 
is increased. In the second case, we fix the number of 
layers to be two and see what happen when the w id th 
is increased. Our result is that in the first case, if each 
layer has the same size n and we increment the number 
of layers by 1, then the number of problems solved wi l l 
increase 0(nn ) t imes; in the second case, when we in
crement the w id th by 1, the number of problem solved 
wi l l increase 0(nn ) t imes, where n is the input size. 

2 Layered Connect ionist models 
A layered connectionist machine is a special case of con
nectionist models. It has t layers and one input layer 
(layer zero). The input (bo t tom) layer contains n input 
neurons. The last ( top) layer contains m output neu
rons. Each of the remainder layers contains w neurons. 
For i = 0 , . . . ,t — 1, there are l inks connecting the neu
rons in layer i to the neurons in layer (i + 1); no other 
l inks exist. The fol lowing is a formal definit ion of layered 
connectionist machines. 
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4 C o n c l u s i o n 
Computat ional complexity for the connectionist models 
has not been studied much. In the complexity theory, 
we usually consider the uni form models. However, The 
connectionist models are non-uni form models. L i t t le is 
known about the non-uniform models. [Hong, 1987] has 
proved the simi lar i ty between the connectionist models 
and other non-uniform models. Therefore, for the com
plexity theory in the non-uniform models, we can just 
focus upon the connectionist models. In this paper, we 
presented t ime and space hierarchy in two extreme cases 
of the layered connectionist models. Open question: is 
there time and space hierarchy in the multi-layered con
nectionist models? 

If a funct ion can not be learned by a 2-layer connec
tionist model w i th w id th w = O(n ) , then, by Corollary 
4 and Theorem 7, we may extend the 2-layer connec
tionist model by adding layers or increasing width such 
that the extended model can learn this funct ion. The 
tota l number of neurons in a connectionist machine is 
said to be the size of this machine. For comput ing any 
funct ion w i th input size n and output size O(n ) , both 
2-layer connectionist models and layered connectionist 
models w i th O(n) w id th need size Ω ( 2 n / n 2 ) . But the 
2-layer connectionist models always take t ime 2 whereas 
the layered connectionist models wi th O(n) w id th may 
take t ime Ω ( 2 n / n 3 ) . Therefore, for extending a 2-layer 
connectionist model, we suggest that increasing w id th is 
better than adding layers. 
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