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A b s t r a c t 

Informally, a b s t r a c t i o n can be described as 
the process of mapping a representation of a 
problem into a new representation. The aim 
of the paper is to propose a theory of abstrac­
t ion. The generality of the framework is tested 
by formalizing and analyzing some work done 
in the past; i ts efficacy by giving a procedure 
which solves the '' false proof problem by avoid­
ing the use of inconsistent abstract spaces. 

1 In t roduc t ion 

A b s t r a c t i o n has been suggested as a very powerful 
technique for constraining search in automated reason­
ing. Informally, abstraction can be described as the 
process of mapping a representation of a problem (also 
called the "ground? representation) into a new represen­
tat ion (also called the "abstract? representation) which 
preserves certain desirable properties and is simpler to 
handle. The "desirable properties" amount to requir­
ing that the abstract solution be of help in solving the 
problem in the original search space. The notion of "sim­
pl ic i ty* depends on the application, it may mean decid­
abi l i ty or lower complexity. 

As far as we know, no comprehensive theory of ab­
straction has been given. The only work in this direction 
[Plaisted, 1981] is concerned w i t h one form of abstraction 
and is l imi ted to the area of resolution theorem proving. 
This has caused the lack of a satisfactory characteriza­
t ion and general understanding of abstraction. 

The aim of the work (part ial ly) described in this paper 
is to provide a theory of abstraction and use it to: (1) 
understand what " to abstract" means and how it can be 
formalized; (2) classify the various forms of abstraction; 
(3) investigate their formal properties and the opera­
tions which can be defined on them; (4) analyze and 
classify past work; (5) define ways of bui lding "useful 
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abstractions" and (6) study how the proof in the ab­
stract space can be used to aid the proof in the ground 
space. 

In this paper, for lack of space, only some issues are 
discussed and proofs are only outl ined and the sim­
plest not given (for a more complete treatment see 
[Giunchiglia and Walsh, Forthcoming 89]). Only top­
ics (1), (2), (3) and (4) are (part ial ly) dealt w i th . The 
following of the paper can be structured in three main 
parts. 

In the f i rst p a r t (section 2), the formal framework 
is presented and some of the underlying motivations are 
discussed (topics (1) and (2)). Abstract ion is first de­
fined as a mapping between formal systems and then 
classes of abstraction are identif ied depending on how 
certain properties (ie. provabil i ty, inconsistency) are 
preserved by the mapping. 

In the second p a r t (section 3), some examples/ case 
studies of previous work in abstraction are presented 
[Sacerdoti, 1974, Plaisted, 1981, Hobbs, 1985] (topic 
(4)). The goal here is to motivate the formal framework 
by showing how it can be used to capture and formalise 
most of the relevant previous work in various areas of 
AI 1. This allows us to get an unified view of work which, 
on the surface, seems very different. For instance it is 
proven that the theory of granulari ty presented by Hobbs 
in [Hobbs, 1985] and described in example 3 can be for­
malised as a part icular case of the weak and ordinary 
abstractions defined by Plaisted in [Plaisted, 1981] and 
described in example 2. 

In the t h i r d and last p a r t (section 4), i t is then shown 
how the framework can be actually used to understand 
the properties of abstraction mappings and to find solu­
tions to existing problems (topic (3 j ) . In particular the 
''false proof problem is investigated. Intu i t ively stated, 
the false proof problem is as follows. In order to bui ld an 
abstract space "simpler" than the ground one, the tr ick 
is to forget some "irrelevant" details 2. This, Plaisted 
noticed [Plaisted, 1981], may cause problems. In partic­
ular the abstract space may be inconsistent even if the 
ground space is not. It is proven that this problem can­
not be avoided as it is a l w a y s possible to find a set of 

1This case study analysis is performed in much more depth 
in [Giunchiglia and Walsh, Forthcoming 89]; in [Giunchiglia 
and Walsh, 1989] it is shown how the framework can be ef­
fectively used to build global strategies for the unfolding of 
definitions. 

2 Where "irrelevant" should be read as "irrelevant accord­
ing to same theorem proving strategy". 
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In TD-abstractions a subset of the elements of TH(Σ1) 
is mapped into TH(Σ2) and these are all the ele-
ments of TH(Σ2) . TD-abstractions are used, for in­
stance, to implement derived inference rules [Giunchiglia 
and Giunchiglia, 1988] and, as alternatives to T I -
abstractions, to overcome some of their problems [Tenen-
berg, 1987] (see later). 

In Tl-abstractions al l the elements of T H ( Σ i ) are 
mapped into a subset of T H ( 2 ) . Tl-abstractions have 
been mostly used in "abstract theorem proving'' (see fig­
ure 1). The main idea underlying the use of these 
abstractions is to prove the abstracted theorem in Σ2 
(which, supposedly, should be simpler than in Σ1) and 
then to use the structure of the proof in Σ2 to shape the 
proof in Σ1. The fact that there is a proof in Σ2 does 
n o t guarantee that there is a proof in Σ1. 

T*-abstraction8 are classified on how provabil i ty is 
preserved between the ground space and the abstract 
space; they are thus useful when the deductive machin­
ery is defined to generate theorems. On the other hand 
there are formal systems (it. resolution) whose deduc­
tive machinery determines inconsistency. In these cases, 
abstractions must be classified on how inconsistent for­
mal systems are mapped. This requires the definit ion of 
new classes of abstractions, called N T * - a b s t r a c t i o n s . 
Thus, for instance, N T I - a b s t r a c t i o n s are defined as 
follows 5: 

D e f i n i t i o n 4 ; An abstraction f : Σ1 H-» Σ2 is an N T I -
A b s t r a c t i o n iff, for any wff Σi; if adding Σ1 to tht 
axioms of Σ1 yields an inconsistent formal system, then 
adding f(Σ1) to the axioms of Σ2 yields an inconsistent 
formal system. 

Various properties, equivalences, and relationships 
among T * - and NT*-abstract ions can be proved 
[Giunchiglia and Walsh, Forthcoming 89]. N T I -
abstractions* behaviour can be represented as in figure 
2. 

In this paper we mention only one result which allows 
us to prove how and to what extent T*-abstractions (and 
in particular Tl-abstractions) can be used in resolution 
based theorem provers. Note that, if a formal system 
E has negation, then, for any wff a, a € TH(L) iff 
-«a € NTH(E). Thus t r iv ia l ly : 

C o r o l l a r y 1 : If Σ1 and Σ2 are two formal systems 
with negation and if f : Σ1 »—► Σ2 is a Tl-abstraction 

5NTC-abstractions and NTD-abstractions are defined 
analogously to TC-abstractions and TD-abstractions respec­
tively, but preserving inconsistency instead of theoremhood 
(see definitions 3, 4). 

Giunchiglia and Walsh 373 



374 Automated Deduction 



Giunchiglia and Walsh 375 



376 Automated Deduction 



References 
[Dreben and Goldfarb, 1979] 

B. Dreben and W.D . Goldfarb. The Decision prob-
lem - Solvable classes of quantificational formulas. 
Addison-Wesley Publishing Company Inc., 1979. 

[Giunchiglia and Giunchiglia, 1988] F. Giunchiglia and 
E. Giunchiglia. Bui lding complex derived inference 
rules: a decider for the class of prenex universal-
existential formulas. In Proc. 1th ECAI, 1988. Ex­
tended version available as D A I Research Paper 359, 
Dept. of Ar t i f ic ia l Intelligence, Edinburgh. 

[Giunchiglia and Walsh, 1989] 
F. Giunchiglia and T. Walsh. Theorem Proving wi th 
Definitions. In Proc. AISB 89, 1989. 

[Giunchiglia and Walsh, Forthcoming 89] 
F. Giunchiglia and T. Walsh. A Theory of Abstrac­
t ion. Research paper, Dept. of Art i f ic ia l Intelligence, 
University of Edinburgh, Forthcoming 89. 

[Goldfarb, 197l] W .D . Goldfarb. Jacques Herbrand Log­
ical writings. D. Reidel Publishing Company, Dor-
drect, Holland, 1971. A translation of the 'Ecri t 
logiques', edited by J.V. Heijnoort. 

[Hobbs, 1985] J.R. Hobbs. Granularity. In Proc. 9th 
IJCAI conference, pages 432-435. International Joint 
Conference on Art i f ic ia l Intelligence, 1985. 

[Newell et al., 1963] A. Newell, J.C. Shaw, and H.A. Si­
mon. Empir ical explorations of the logic theory ma­
chine. In Fiegenbaum and Feldman, editors, Comput­
ers & Thought, pages 134-152. McGraw-Hi l l , 1963. 

[Plaisted, 198l] D.A. Plaisted. Theorem proving wi th 
abstraction. Artificial Intelligence, 16:47-108, 1981. 

[Sacerdoti, 1974] E.D. Sacerdoti. Planning in a hier­
archy of abstraction spaces. Artificial Intelligence, 
5:115-135, 1974. 

[Tenenberg, 1987] J.D. Tenenberg. Preserving Consis­
tency across Abstraction Mappings. In Proc. 10th IJ­
CAI conference, pages 1011-1014. International Joint 
Conference on Art i f ic ia l Intelligence, 1987. 

[Tenenberg, 1988] J.D. Tenenberg. Abstraction in Plan­
ning. PhD thesis, Computer Science Department, 
University of Rochster, 1988. Also TR 250. 

Giunchiglia and Walsh 377 


