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A b s t r a c t 

We investigate the relation between the notions 
of knowledge and belief. Contrary to the well-
known slogan about knowledge being " just i f ied, 
true belief," we propose that belief be viewed 
as defeasible knowledge. Specifically, we offer 
a definit ion of belief as knowledge-relative-to-
assumptions, and tie the def ini t ion to the no­
t ion of nonmonotonici ty. Our def ini t ion has 
several advantages. F i rs t , it is short. Sec­
ond, we do not need to add anyth ing to the 
logic of knowledge: the r ight properties of be­
l ief fal l out of the def ini t ion and the properties 
of knowledge. T h i r d , the connection between 
knowledge and belief is derived f rom one fun­
damental pr inciple, which is more enl ightening 
than a collection of arbi trary-seeming axioms 
relat ing the two notions. 

1 Introduction 

Epistemic notions such as knowledge, ignorance, belief 
and awareness play an impor tan t role in A I . The ac­
tions available to an intel l igent agent depend par t ly on 
his knowledge - for example, opening a safe depends 
on knowing the combinat ion. Conversely, the effects of 
some actions are to change the state of knowledge - for 
example, in forming another agent of a new fact. The no­
t ion of belief is similar ly involved in intel l igent action -
to use the same speech-act example above, agent A wi l l 
only in form agent B of the new fact if agent A believes 
that agent B does not already know tha t fact, and as a 
result of the speech act agent B wi l l believe that agent 
A indeed knows that fact. 

In recent vears there has been much interest in formal 
reasoning about knowledge and belief, in bo th the AI 
community and the d ist r ibuted computat ion community. 
Mot ivated by the need to represent the knowledge of 
intell igent agents, and drawing on Hint ikka 's work in 
philosophy [6], Moore was the first to introduce the logic 
of knowledge to AI [ l0 ] . Further work in AI on formal 
modeling of agents' epistemic states includes [7, 9, l] 
(the latter two concerned w i th dist inguishing between 
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expl ic i t and imp l i c i t be l ie f ) . An i n t roduc t i on to moda l 
epistemic logic in Al can be found in [3]. (Mot i va ted by 
the need to represent the local knowledge of i nd i v idua l 
processors, the d is t r ibu ted compu ta t i on commun i t y too 
has taken great interest in the topic. There has been a 
t remendous amount of work there, best represented by 
the proceedings of the two conferences devoted to the 
subject [5, 13].) Th is is by no means an exhaust ive l ist 
o f references, either in AI or in d is t r ibu ted compu ta t i on . 

Our a im in this paper is to clari fy the re lat ion be­
tween knowledge and belief, p robab ly the two most cen­
t r a l epistemic not ions in A I . The old slogan is tha t 
"knowledge is jus t i f i ed , t rue belief," suggesting tha t be­
l ief should be taken as basic, and knowledge defined in 
terms of i t . In fact, we know of few a t tempts to capture 
the two not ions in the same fo rma l system, and none 
wh ich take th is par t icu lar tack. 

One could imagine a second way of combin ing the no­
t ions of knowledge and belief, wh ich starts by def in ing 
them each separately. I t has become s tandard to define 
epistemic not ions th rough K r i pke models, (a l though see 
[2] for an a l ternat ive to K r i pke semantics). In the case of 
knowledge, one usually uses the simple S5 system (but 
see, e.g., [12] for arguments against the S5 system and 
for the S4 system). Th is yields i n tu i t i ve propert ies for 
knowledge: if I know then is t rue , if I know 
then I know tha t I know i t , and ( in the case of S5) if 
1 don ' t know then I know tha t I don ' t know i t . As is 
wel l k n o w n , these three propert ies are achieved by the 
ax ioms 
respect ively (or, equivalent ly, by the requirement t ha t 
the accessibi l i ty re lat ion on possible wor lds be ref lexive, 
t rans i t i ve and Eucl idean) . In add i t i on one has the 'nor­
m a l i t y ' cond i t ion , An agent knows 
the tauto log ica l consequences of his knowledge. 

Of these propert ies, the f i rst one is clearly inappro­
pr ia te for belief: I may believe someth ing false. Indeed, 
since th is seems to be the p roper ty d is t inguish ing know l ­
edge f rom belief, the common logic for belief is so-called 
K45 , in wh ich the ax iom (equivalent ly, the re-
f lexivi ty requ i rement) is om i t t ed . Sometimes another 
ax iom is then added, ¬K false (wh ich corresponds to 
the requirement t h a t the accessibil i ty re la t ion be serial: 
f r o m every state there is at least one accessible state) , re­
su l t ing in the system called K D 4 5 . B o t h K45 and K D 4 5 
have been called also weak S5. 
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One could thus imagine combining knowledge and be-
l ief as follows: create two modali t ies, one (say) regular 
S5, the other (say) weak S5, and wr i te enough axioms 
relat ing them to one another. Indeed, we know of at 
least one such a t tempt [8]. A l though reasonable, this 
approach suffers a serious disadvantage: there is no the­
oretical basis for those added axioms, and therefore we 
have no guarantee that we have indeed captured the ful l 
connection between the two notions. 

In this paper we offer a simple alternative: start wi th 
only a def ini t ion of knowledge, any definit ion that you 
f ind acceptable, and define belief as a defeasible version 
of i t . Roughly speaking, we wi l l translate each occur­
rence of "the agent believes that in to "the agent 
knows that either or else something specific unusual 
is the case." For example, if the robot 's vision system 
reports an obstacle then the robot believes that an obsta­
cle exists, since it knows that either the obstacle indeed 
exists, or else its vision system is malfunct ioning (the 
lat ter considered unusual). The fu l l definit ion we wi l l 
adopt is only sl ightly more complex. 

This definit ion of belief has several advantages. First , 
it is short. Second, we do not need to add anything to 
the logic of knowledge: the r ight properties of belief fall 
out of the defini t ion and the properties of knowledge. 
T h i r d , not only do we get a connection between knowl­
edge and belief, but we get it f rom one fundamental pr in­
ciple, in a way that is more enlightening than a collection 
of arbitrary-seeming axioms relat ing the two notions. Fi ­
nally, and most surprisingly, we note an added benefit 
of our defini t ion: it suggests a close connection between 
the notion of belief and, of al l things, nonmonotonic rea­
soning. 

The paper is organized as follows. In Section 2 we give 
our def ini t ion of belief. In fact, we will give two such def­
in i t ions, of which we w i l l adopt one. Both are a general 
reduction of the not ion of belief to that of knowledge, 
and do not assume any part icular definit ion of knowl­
edge. In Section 3 we explore a part icular instance of 
our def in i t ion, the one in which knowledge is taken to 
be defined by the S5 system. In Section 4 we tie the 
discussion to the notion of nonmonotonici ty. We end in 
Section 5 w i th some concluding remarks and discussion 
of related work. 

2 Def in ing belief 
As was said in the in t roduct ion, we wi l l reduce the no­
t ion of belief to that of knowledge. We wi l l not assume 
anyth ing about the definit ion of knowledge, only that we 
have a language for describing the wor ld , and that if 
is a wff in that language then so is K meaning "the 
agent knows that (we restrict the discussion in this 
art icle to a single agent, but the extension to mult ip le 
agents is straight forward). 

Each formula that is believed wi l l be believed only 
w i th respect to some other "assumption" formula. We 
star t w i th a def ini t ion that is close to the one we will 
actually adopt. Th is in i t ia l definit ion is a direct trans­
la t ion of the sentence given in the in t roduct ion: we say 
tha t is believed jus t in case it is known that either 
holds or else that the assumption is violated. 

We wi l l see later that this simple definit ion actually has 
some attract ive properties. However, it also has some 
properties that , under certain circumstances, we might 
not find acceptable. In part icular, most logics of knowl­
edge allow us to derive whenever 
we know that our assumption is violated, we must be­
lieve 

This motivates our final definit ion of belief. In the fol­
lowing definit ion, we add the condit ion that beliefs can­
not be grounded in assumptions that are actually known 
to be violated. Specifically, we require that a formula be 
believed relative to an assumption that is known not to 
hold, only i f that formulamisexpl ici t ly known. 

We first note the fol lowing easily-seen connection be­
tween the two definitions of belief: 

P r o p o s i t i o n 

Indeed, as we explore the ramifications of our definit ion 
of B in the next section, we wi l l also see that the dif­
ference between B and B' hinges on the possibil ity of 
knowing the negation of one's assumptions. 

3 Propert ies of belief 
Our definit ion of belief in the previous section was jus­
tified on intu i t ive grounds, if at al l . Indeed, it was this 
in tu i t ion alone that original ly led us to the definit ion. 
We now put it to a test by verifying that it has formal 
consequences that make sense. We have not discovered 
any undesirable consequences of our definit ion (but see 
discussion in the summary section). On the other hand, 
many desirable properties do follow from them. These 
include all the properties of belief that we have seen in 
previous formalisms, and some new ones. 

In order to present crisp results, we wi l l explore the 
ramification of our definitions in the context of a par­
ticular logic of knowledge, the S5 system described in 
the int roduct ion. As was said, S5 is the most popu­
lar system for defining knowledge. Al though it is very 
well known, for completeness we repeat the definit ion of 
(single-agent, proposit ional) S5 here. (Throughout this 
article we wi l l restrict the discussion to the single-agent, 
proposit ional case, but it wi l l be apparent that the dis­
cussion extends easily to the multiple-agent, first-order 
case.) 

D e f i n i t i o n 3 
Syntax. Given a set of primitive propositions P, the for-
mulas of the logic consist of the members of P, their 
boolean closure (closure under and ¬), and their clo­
sure under the modal operator K. 
Axiom system. Beside the axiom schemas of prop-
sotional calculus, the S5 axiom schemas consist of 

ponens and generalization; from infer . 
Semantics. S5 Kripke Structures are pairs (M,w), where 
M is a set of (total) valuations of P, and w is a member 

Shoham and Moses 1169 



As has been discussed extensively in the l i terature, K 
can be viewed as the knowledge operator, and thus Kp 
is read is known" (or, in the genera] case, is read 
"agent i knows 

Notat ional convention. When can be inferred by 
context, or when it is not impor tan t what the part icular 
assumption is, we wi l l replace or 
simply We will do the same for B'. When several 
belief operators occur in the same sentence w i th omi t ted 
assumption arguments, we assume that all the assump­
t ion formulas are the same. For example, Bp/\Bq stands 
for where is either understood f rom 
context, or else is any arb i t rary formula. 

We wi l l concentrate on the properties of B, a l though 
at some points, when some properties of B' are i l l umi ­
nat ing, we wi l l make reference to B' too. We start by 
not ing an equivalent def ini t ion of B. The def ini t ion reads 
"p is believed iff it is known that either p is indeed true, 
or else the assumption is violated w i thout this violat ion 
being known" : 

Thus, through our one def ini t ion of B, we have ob­
tained a weak-S5 logic of belief! 

The one remaining axiom S5, we would not 
want belief to have, and indeed it does not. We do, 
however, have that i f our assumptions hold, then indeed 
our beliefs are correct: 

P r o p o s i t i o n 1 1 

This is t rue of B' too, and in both cases the proof is 
immediate. 

We now continue to explore the connection between B 
and K. We have seen that BK and B¬K collapse to K 
and -k, respectively. We now show that KB and K¬B 
collapse to B and ¬B, respectively. 
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The converse impl icat ion of course does not hold. Note 
that this proposit ion is true of B' too. Note also that 
the val id i ty of the generalization inference rule, f rom (p 
infer follows from the last proposi t ion. 

The t rans i t i v i t y property of belief, or the property of 
"posit ive int rospect ion," follows immediately: 

Recall that knowledge was defined essentially by the 
four axioms of S5. The last two corollaries show that 
two of the axioms hold for belief too. Another axiom, 
that of d is t r ibu t i v i t y , also holds: 

We now begin to explore the connection between 
knowledge and belief. The first connection is obvious: 

P r o p o s i t i o n 5 

It is also easy to see that one cannot believe in contra­
dictory statements (and recall the notat ional convention 
of suppressing the assumption argument) : 



4 K n o w l e d g e , be l ie f and n o n m o n o t o n i c 
reason ing 

So far we have paid little attention to the second argu­
ment to the belief operator. It turns out to be instructive 
to look at the assumptions more closely. 

We first note the "belief weakening" property (some 
of the easy proofs below are omitted): 

Proposit ion 14 

This property holds also for B'. One might have ex­
pected an analogous "assumption strengthening" prop­
erty. For B' this expectation is met: 

Proposit ion 15 

The same fact, however, does not hold for B. Indeed, 
the way to understand the role of the assumption in B is 
as an assumption in nonmonotonic logics. On the basis 
of certain assumptions we are willing to adopt certain 
beliefs, but given more evidence we may discard some of 
them. 

This point is further made when we examine the con­
ditions under which one can believe in, or even know, 
the very assumption in which the belief is grounded. In 
the following we assume a specific implicit assumption 
f o r m u l a T h u s , Bp stands for In par­
ticular, stands for 

The B' operator holds few surprises in this regard. We 
have the following two easy facts: 

Proposit ion 16 

Proposit ion 17 

Thus, according to B', we always believe in the truth 
of our assumption, and the only time we believe in the 
negation of our assumption is also the only time beliefs 
can become inconsistent - when we actually know the 
assumption to be violated. 

As far as believing the negation of the assumption, the 
B operator behaves identically: 

Proposit ion 18 

Now, this is an eminently nonmonotonic inference: as 
long as you don't know your assumption to be false, be­
lieve it to be true. Notice, however, that our logic is 
entirely monotonic.1 

As a corollary of the last two propositions, we get that 
we always take a stance towards our assumption; we ei­
ther know that it does not hold, or we believe that it 
does: 

Corollary 20 

Of course, this last property does not hold for arbitrary 
p's. Nor can we replace the B by a K; we do not nec­
essarily have complete knowledge about the truth of our 
assumptions. Intuitively speaking, if we know whether 
our assumption is true or false, it is no longer an assump­
tion. Indeed, we have the following property: 

Proposition 21 

5 S u m m a r y and Discussion 

We have offered a definition of belief as a defeasible form 
of knowledge, or as knowledge-relative-to-assumptions. 
The definition is short, and, we find, intuitive, deriving 
the connection between knowledge and belief from one 
basic principle. The definition, which was based on in­
tuitive understanding of knowledge and belief, turns out 
to be very robust. We have shown it to have formal 
consequences that one would expect from the concept 
of belief. We have also shown that the notion of belief 
strongly exhibits properties of nonmonotonic reasoning. 

Our notion of belief originates from a definition given 
by the second author in [ l l ] for belief in the context of 
distributed computation. There the definition for pro­
cessor i believing in tp was where IS 
the set of nonfaulty processors. This is clearly a special 
case of our Bf Otherwise, we know of little previous 
work on incorporating knowledge and belief within the 
same framework, and none which takes our approach. 
The most closely related work of which we are aware is 
by Kraus and Lehmann [8], who indeed introduce two 
modal'aes and relate them through axioms. Their ax­
ioms turn out to be a proper subset of the propositions 
proved in this paper. In addition, Halpern has recently 
proposed a probabilistic account of both knowledge and 
belief, in which knowledge is equated with certainty and 
belief with "almost certainty" [4]. Although on the one 
hand Halpern's account does not explicate the assump­
tion underlying belief, and on the other hand we do not 
explain the connection between statistical information 

1 Who was it that once said: "nonmonotonicity - -st, non­
monotonic logics - no!" 

When it comes to believing that the assumption does 
hold, however, B behaves quite differently from B'. Ob­
viously, if we know that our assumption holds then we 
also believe that it does (knowledge entails belief), but 
in fact we believe in the assumption even under weaker 
conditions: 
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and belief, there appears to be fu l l compa t i b i l i t y between 
the two accounts. 

F inal ly , we note t ha t our def in i t ion of bel ief does not 
rely on assuming a par t i cu la r logic of knowledge. In th is 
ar t ic le we adopted the S5 system for two reasons: it is 
by far the most wide ly adopted system, and we needed 
some system in order to present crisp results. There 
are those who object to an S5 def in i t ion of knowledge. 
Some object ions are m i l d , for example to the ax iom of 
negative in t rospect ion Other objec­
t ions are more ext reme, for example to the assumpt ion 
of deduct ive closure ( the ax iom 

However, our def in i t ion of B 
K holds regardless of the 
meaning assigned to the K operator . For example, one 
could d rop the ax iom of negative in t rospect ion (and thus 
adopt the S4 system), and remain w i t h our def in i t ion 
of belief. Or, one m igh t adopt the no t ion of resource-
bounded knowledge in [ l l ] . Of course, the specific prop­
erties of belief w i l l change as we assume dif ferent logics 
of knowledge. 

Indeed, several fasc inat ing issues remain to be inves­
t iga ted: 

- I t w i l l be in terest ing to explore the propert ies of belief 
t ha t result f r o m other not ions of knowledge. 

- We are interested in repercussions of our def in i t ion 
on not ions such as common belief. It can be shown 
to be be b o t h i n t u i t i v e and useful to base the no­
t ion of common belief on the def in i t ion of bel ief as 
defeasible knowledge. 

- We have not given completeness results for the dervied 
not ion of belief. For example, we have not shown 
tha t i f we s tar t w i t h an 55 logic of knowledge, then 
the resul t ing no t ion of bel ief is complete for, e.g, 
weak S5. We believe t h a t such a result w i l l be rel­
a t ive ly easy to a t t a i n . 

- A l l fo rmal theories of commonsense leave open prag­
mat ic questions. For example, the theory of c i rcum­
scr ip t ion does not te l l us wh ich predicates to m i n ­
imize and vary. S imi lar ly , we have not presented 
guidelines for choosing which assumpt ions to make. 
A l t hough these are not questions about logic i tself, 
answers are crucia l i f we hope to in tegrate our re­
sults w i t h other work i n A I . 
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a technical framework for 
Star t ing wi th a branch­
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