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Abstract 

Truth maintenance systems have been studied by 
many authors and have become powerful tools in AI 
reasoning systems. From the viewpoint of 
commonsense reasoning, Doyle's TMS seems most 
interesting, for it allows nonmonotonic 
just i f icat ions. I ts semantics, however, has 
remained unclear. In this paper, we shall give 
i t s declarative description in terms of 
autoepistemic logic, a kind of nonmonotonic logic. 
That is , we shall exhibit a one-to-one 
correspondence between states acceptable to the 
TMS and stable expansions of autoepistemic 
formulas attached to just i f icat ions. Thus, the 
TMS turns out to be a theorem prover of 
autoepistemic logic. For the practical interest, 
our result also suggests the possibi l i ty of 
implementing better TMS algorithms by using the 
theorem proving method of autoepistemic logic. 

1 . Introduction 

In this paper, we shall give the declarative 
semantics of Doyle's TMS [6]. Our method is based 
on autoepistemic logic defined by Moore [14]. The 
main result is that there exists a natural one-to-
one correspondence between states acceptable to 
the TMS and stable expansions of the set. of 
autoepistemic formulas attached to the 
jus t i f i cations. 

In Doyle's f i r s t paper on the TMS, his main 
intention seemed to be to put nonmonotonic 
reasoning into practical use. But his description 
of the TMS was algorithmic and without semantics. 
To provide the semantics is important not only for 
a theoretical interest but also for a practical 
one in improving TMS implementations. 

McDerinott and Doyle [13] attempted to give a 
logical background of the TMS. However, their 
"non-monotonic logic" has several disadvantages. 
Some attempts to resolve these faults have been 
made [12,14]. Among others, Moore's autoepistemic 
logic has clear semantics. In addition, it is 
shown that autoepistemic logic has remarkable 
relations to the modal logic S5 [15] and Reiter 
default logic [10]. But these studies of 
nonmonotonic reasoning seem to have l i t t l e 
influence on the work on truth maintenance. 

De Kleer [3] presented the ATMS architecture, a 
variant of Doyle's TMS. It aims at eff icient 
search and can process multiple contexts 
simultaneously. The ATMS, however, can treat 
monotonic just i f icat ions only. There are 
proposals of the ATMS architecture which allow 

's 

nonmonotonic justif ications [4,5,7], but they also 
lack the semantics. 

In this paper, we shall make the semantics of 
Doyle's TMS clear by using the technique of 
nonmonotonic r e a s o n i n g . The TMS is a theorem 
prover of autoepistemic logic. Our result 
suggests the possibil i ty of implementing better 
TMS and extended ATMS algorithms. 

2. Autoepistemic log ic 

Moore [14] defined autoepistemic logic as a formal 
framework of beliefs of the ideally rational agent-
reasoning about her own beliefs. Moore [15] 
further obtained alternative semantics, which is 
based on Krlpke semantics of the modal logic S5. 
In this section, we shall give a brief account of 
his theory. 

2 . 1 . The formalism of autoepistemic log ic 

The language of autoepistemic logic is that of 
propositional logic augmented by a unary 
connective L. The symbol L is intended to mean 
"is believed". We suppose that atomic 
propositions are drawn from a f in i te set P. 

Let T be a set of autoepistemic formulas. For 
any propositional truth assignment V, we define 
the autoepistemic interpretation V? to be the 
truth assignment which extends V by the condition 

Vi'(Lp) = 1 <=> p tT . 
If an autoepistemic interpretation Vf satisfies 
the condition that V-p(p) -1 for a l l p t T, we shall 
call V-p an autoepistemic model of T. 

We define the notions of soundness and 
completeness relative to this semantics. 

Def ini t ion 1. Let A be a f i n i t e set of 
autoepistemic formulas. A set of autoepistemic 
formulas T is sound with respect to a set of 
premises A if and only if every autoepistemic 
interpretation of T in which every formula of A 
is true is also an autoepistemic model of T. 

Defini t ion 2. A set of autoepistemic formulas T 
is seimmtically complete i f and only i f every 
autoepistemic formula which is true in every 
autoepistemic model of T l ies in T. 

The set of beliefs that a rational agent might 
hold, given a set of premises A, would be 
semantically complete theory that is sound with 
respect to A. 
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D e f i n i t i o n 3. A set of au toep is temic formulas T 
is c a l l e d a stable expansion of a set of premises 
A i f and only i f T s a t i s f i e s the f o l l o w i n g 
cond i t i ons : 

1) T contains A. 
2) T is sound w i t h respect to A. 
3) T is semant ica l ly complete. 

2 . 2 . The modal l o g i c S5 [ 9 , 1 1 ] 

The l o g i c S5 is a k ind of modal l o g i c of 
knowledge. I t s Kr ipke semantics is very s imple . 
An S5 Kripke model is j u s t a set of t r u t h 
assignments. These t r u t h assignments can be 
considered as the wor lds which are p o s s i b l e . 

Syntax. The language of S5 is s y n t a c t i c a l l y 
i d e n t i c a l to t h a t o f autoepistemic l o g i c . The 
symbol ~L~ is o f ten abbrev ia ted as M. 

Semantics. An S5 Kr ipke s t r u c t u r e is a set of 
p r o p o s i t i o n a l t r u t h assignments. An S5 model is a 
p a i r (V,K) cons i s t i ng of a p r o p o s i t i o n a l t r u t h 
assignment V and an S5 Kr ipke s t r u c t u r e K such 
t h a t V€K. The i n t e r p r e t a t i o n of an S5 formula p 
w i t h respect to t h i s model is g iven by the usual 
t r u t h recurs ion augmented by cond i t i ons : 

1) (V,K) |= p <=> V | = p i f p i s a 
p r o p o s i t i o n a l formula. 

2) (V,K)| = Lp <=> (W,K)| = p f o r a l l W K . 
We s h a l l denote by Vk(p) the t r u t h value of a 
formula p w i t h respect to an S5 model (V,K). 

2 . 3 . A u t o e p i s t e m i c l o g i c and S5 s e m a n t i c s 

The fo rmu la t ion of autoepistemic l o g i c g iven above 
is nonconstruct ive and makes i t d i f f i c u l t to seek 
s tab le expansions. In [ 15 ] , Moore charac te r i zed 
semant ica l ly complete autoepistemic theor ies in 
terms of S5 semantics. This c h a r a c t e r i z a t i o n 
enables us to demonstrate the ex is tence of s tab le 
expansions of g iven set of premises. 

Theorem 1. (Moore) The f o l l o w i n g c o n d i t i o n s are 
equ iva len t . 

1) The autoepistemic theory T is semant ica l ly 
complete. 

2) The autoepistemic theory T is given by 
T = { p | (V,K) | - p f o r a l l V€ K }, 

f o r some Sb K r ipke s t r u c t u r e K. 

By the above theorem, we get simple 
c h a r a c t e r i z a t i o n of s tab le expansions, which we 
sha l l use repeated ly . 

P r o p o s i t i o n 1. Let A be a set of au toep i s tem ic 
formulas. Then a s tab le expansion T of a set of 
premises A corresponds b i j e c t i v e l y to an S5 Kr ipke 
s t ruc tu re K which s a t i s f i e s the f o l l o w i n g 
cond i t i ons : 

1) T - { p | (V, K) | = p fo r a l l V € K } . 
2) For any p r o p o s i t i o n a l t r u t h assignment V, 

V e K <=> VT (p) =1 f o r a l l p € A. 

Proof . Let T be a s tab le expansion of a set of 
premises A and def ine an S5 Kr ipke s t r uc tu re K by 
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K = { V | VT is an autoepistemic model of T }. 
From Moore's proof of the above theorem, we have 

T = ( p | (V, K) | = p f o r a l l V € K } . 
On the other hand, as T conta ins A and is sound 
w i t h respect to A, VT is an autoepistemic model of 
T i f and only i f VT(p) = 1 f o r a l l p € A . Thus, K 
s a t i s f i e s 1) and 2 ) . 

Suppose t h a t an S5 Kr ipke s t r uc tu re K s a t i s f i e s 
1) and 2 ) . By 2 ) , if V € K, we have VT(p) =1 f o r 
a l l p € A . Remark t h a t , f o r V€K , VT(q) = VK (q) 
f o r any autoepistemic formula q. Then we have 
V K ( P ) = 1 f o r any p e A and V c K . By the d e f i n i t i o n 
of T, we see t h a t T D A . By 2 ) , i f a 
p r o p o s i t i o n a l t r u t h assignment V s a t i s f i e s the 
c o n d i t i o n t h a t V T ( P ) =1 f o r a l l p e A , we get VeK, 
hence VT is an autoepistemic model of T. Thus, T 
is sound w i t h respect to A. This shows t h a t T is 
a s tab le expansion of a set of premises A. Q.E.D. 

Combining Propos i t i on 1 and the d e c i d a b i l i t y of 
the modal l o g i c S5 [ 9 , 1 1 ] , we know t h a t 
autoepistemic l o g i c is a lso dec idable, i . e . we can 
ob ta i n a l l the s tab le expansions of the given set 
of premises. 

3 . The TMS 

A TMS is a part, of the reasoning system. The 
reasoning system cons is ts of a problem solver and 
a TMS. The problem solver t ransmi ts every 
in ferences made to the TMS. The TMS manages 
j u s t i f i c a t i o n s and answers what, data are be l i eved 
( " in " ) and d i sbe l i eved ("out") when asked. 

In t h i s sec t i on , a f t e r g i v i n g a fo rmu la t ion o f 
the TMS, we s h a l l def ine a t r a n s l a t i o n r u l e from 
the TMS theory to autoepistemic l o g i c and show i t s 
p r o p e r t i e s . 

3 . 1 . The f o r m a l i s m o f t h e TMS 

Here we g ive a fo rmu la t ion of Doy le 's TMS. For 
s i m p l i c i t y , we s h a l l only deal w i t h SL-
j u s t i f i c a t i o n s . 

D e f i n i t i o n 4. A TMS is a t r i p l e D= (N,J,C) such 
t ha t 

1) N is a f i n i t e set (The elements of N w i l l be 
c a l l e d nodes.) . 

2) J is a subset of Nx2Nx2N, where 2N denotes 
the power set of N (The elements of J w i l l be 
called justifications.) . 

3) C is a subset of 2N (The elements of C w i l l 
be c a l l e d nogoods.) . 

Let j - (n,Ni,N2) J b e a j u s t i f i c a t i o n . Then 
the node n is c a l l e d the consequent node o f j . 
The subset Ni (resp. N2) of N is c a l l e d the i n l i s t 
( resp. o u t l i s t ) o f the j u s t i f i c a t i o n j . The 
j u s t i f i c a t i o n j i s sa id to be nonmonotonic i f the 
o u t l i s t N2 is nonempty. 

The f o l l o w i n g d e f i n i t i o n o f admissib le s ta tes is 
in tended to formulate s ta tes acceptable to a TMS 
wi thout " c i r c u l a r i t y - c h e c k " . 



Def in i t ion 5. Let D= (N,J,C) be a TMS and S be a 
subset of N. We shall say that S is a^ 
admissible state of D if S satisfies the following 
conditions: 

1) Let j = (n,Ni,N2) € J be a just i f icat ion with 
Ni c S and N2cN\S. Then n l ies in S. 

2) Conversely, for any neS, there exists a 
jus t i f ica t ion j - (n,Ni,N2) eJ with Ni c S and 
Np. c N\S. 

3) For any nogood c, c4S. 

Let S be an admissible state of D. By the above 
def in i t ion, for any node n€S, there exists a 
jus t i f ica t ion j- (n,Ni,N2) such that Ni c S and 
N2CN\S. We shall cal l such j a supporting 
just i f icat ion of n. 

Doyle t r ied to get r i d of " i n " nodes supported 
by circular arguments. His TMS singles out one 
supporting just i f icat ion to each " in " node and 
t r ies to ensure that the set of supporting 
just i f icat ions is without c i rcular i ty . The 
following def in i t ion of well-founded admissible 
states is intended to formulate states acceptable 
to the TMS with "circularity-check". Although 
Doyle classif ied three patterns of circular 
arguments, we shall consider the f i r s t one only. 
The second type of c i rcular i ty is an example of 
multiple-extension problem which are common in 
nonmonotonic reasoning. The th i rd type of 
c i rcular i ty is unsatisfiable one and it has no 
admissible state in our sense. 

Def in i t ion 6. Let D and S be as in the above 
def in i t ion. We shall say that S is a minimal 
admissible state of D if S is an admissible state 
of D and any proper subset of S is not an 
admissible state of D. 

Def in i t ion 7. Let D and S be as in the above 
def in i t ion. An admissible state S of D is said to 
be a well-founded admissible state i i r for any 
nεs, there exists a supporting just i f icat ion jn 

of n such that S is a minimal admissible state of 
the TMS (N, { jn I ri€ S },0) (Such a set { jn I n *: S } 
is called a set of well-founded supporting 
jus t i f ica t ions. ) . 

The following example shows our definit ion 
precludes admissible states which are based on 
ci rcu1 a r ar gument s. 

Example 1. Let J - { (p, {p}, 0), (q,0, {p}) } • Then 
there are two admissible states, i .e. {p} and {q}, 
which are both minimal. The supporting 
just i f icat ion (p,{p},0) of the node p is circular, 
hence {p} is not well-founded. On the other hand, 
the supporting just i f icat ion of q is (q,0,{p}) and 
{q} is a minimal admissible state of {(q, 0, {p})}. 
Thus, the state {q} is the unique well-founded 
admissible state of J. 

Remark. In the f i r s t version of this paper, we 
formulated the states acceptable to the TMS with 
circularity-check to be minimal admissible states. 

But as we can see in the above example, it is 
insuff icient. The authors also considered yet 
another truth maintenance system [8] based on 
s t ra t i f ied logic programming technique [16], which 
accepts only the state {q} of the above example. 
Thus, we fe l t a need to reformulate states 
acceptable to the TMS. The defini t ion given here 
is a natural formalization of Doyle's original 
one. 

A TMS may have no well-founded admissible states 
and may have more than one. As long as we allow 
the f u l l use of nonmonotonic just i f icat ions, there 
seems to be l i t t l e hope to resolve this 
d i f f i cu l ty . The set of just i f ications of the 
following example has two well-founded admissible 
states, but there seems to be no reasonable way to 
select one of them as canonical. Later we shall 
discuss the class of the set of just i f icat ions 
w>ich has one and only one well-founded admissible 
state. 

Example 2. Consider the set of just i f icat ions 
J = { (p,0, {q} ) , (q,0, {p} ) } . 

Then there are two admissible states of J, i .e. 
{p} and {q}. It is easily checked that both are 
well-founded. 

The following proposition shows that well-
foundedness subsumes minimality. 

Proposition 2. Let D and S be as in the above 
definit ion. If S is a well-founded admissible 
state of D, then it is also a minimal admissible 
state of D. 

Proof. Suppose that S is not a minimal admissible 
state of D. Then there exists a proper subset To 
of S which is an admissible state of D. 

From this assumption, we shall construct an 
admissible state T of the TMS (N, { jn | neS},0). 
Denote by Jo ~ ( jn I n *= s } the set of well-founded 
supporting justif ications. Let J^ be the set 
consisting of justi f ications jn~ (n,Ni,N2) € Jo 
with Ni c To and Tj be the union of TQ and the set 
of consequent nodes of J\ 

T] - Tou{ n | jn - (n,Ni,N2) t j0 with Ni c T0 } . 
Let J;> be the set consisting of just i f icat ions 
jn = (n,Ni,N2) '" J() with N] <_ Ti and T2 be the union 
of To and the set. of consequent nodes of J"2 

T2=Tou{ 11 I i n - (n,N],N2) <= J"0 with N2 C T] }. 
As J"2 contains J ] , Ty contains Ti . By repeating 
this argument, we get a chain of sets 

To c Ti c.cTj c .... 
Denote by T the union of a l l the sets Ti (i 2 0). 
Then it is easily checked that T is an admissible 
state < f the TMS (N,Jo,0). 

On the other hand, as To is an admissible state 
of D, we see that the set of consequent nodes of 
J"l is a subset of To. Hence we get TQ = T] = T2=... 
= T. Thus, we obtain an admissible state To of 
the TMS (N,Jo,0), which is a proper subset of S. 
This contradicts the assumption that S is a wel l-
founded admissible state of D. Q.E.D. 
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Remark. The above translat ion rule has a natural 
interpretation. The node is " i n " if and only if 
the corresponding atomic proposition l ies in the 
autoepistemic theory (the set of "bel ie fs") . It 
is interesting that the above rule is very similar 
to the rule used in Konolige's proof [10] of the 
"equivalence" of default logic [19] and 
autoepistemic logic. 

We can now state our main result . 

Theorem 2. The mapping S -> t(S) gives a 
bi ject ion between the following sets. 

1) The set of admissible states of D. 
2) The set of stable expansions T of F(D) with 

Ac ¢ T for a l l C € C. 

Proof. For any autoepistemic theory T, define a 
subset s (T) of N by s (T) = ( n Є N l n Є T ) . 

It suffices to show the theorem for the case 
that C - 0. We shall proceed in three steps: 

Step 1. If 5 is an admissible state of D, t(S) is 
a stable expansion of F(D). 

Step 2. If T is a stable expansion of F(D), s(T) 
is an admissible state of D. 

Step 3. s(t(5)) = S for any subset S of N and 
t(s(T)) = T for any stable expansion T of F(D). 

Proof of Step 1. Let S be an admissible state 
of D. By Proposition 1, to prove our claim, it 
suffices to show that 

Vek(S) <=> Vt (S) (F(j) ) = 1 for a l l j € J. 
We f i r s t show the implication =>. Let V be an 

element of k(S). By the fact that S is an 
admissible state of D, we have Vt(S) (F(j)) = 1. 

For the other implication, suppose that a 
propositional t ruth assignment V satisf ies the 
RHS. By the def ini t ion of k(S), it suffices to 
show that V(s) =1 for a l l s Є S. Let s be any 
element of S. As S is an admissible state of D, 
there exists a supporting just i f icat ion j of s. 
Thus, V t(S)(F(j)) =V t(S)(s) = V(s) = 1. This 
shows the other implication. 
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Proof of Step 2. Let T be a stable expansion of 
F(D) and K be the corresponding S5 Kripke 
structure as in Theorem 1. Let us show that s(T) 
sat isf ies 1) and 2) of Definit ion 5. To show 1), 
le t j - (n,N1,N2) be an element of J such that 
Nics(T) and N2 c N\s(T) . Since T is a stable 
expansion of F(D), any V of K satisf ies the 
condition V T ( F ( J ) ) = 1 for a l l j € J. Thus, we 
have V(n) =-1 for V€K. This implies that n € T. 

Now we show that s(T) sat isf ies 2) of Definit ion 
5. Let s be an element of s(T). Suppose that 
there exists no jus t i f i ca t ion j = (s,Ni,N2) with 
Nics(T) and N2CN\s(T). Let V be any element of 
K and W be a propositional t ruth assignment such 
that W(n) = V(n) (n # s) and W(s) = 0. Then it is 
easily observed that Wx(F(j)) =-1 for a l l j€ J. As 
T is a stable expansion of F(D), we have W€K by 
Proposition 1. Since s belongs to the set 

S (T) - { p € N | V (p) - 1 for a l l V € K }, 
we have W(s) - 1, a contradiction. 

Proof of Step 3. The equality s (t (S) ) - S is 
t r i v i a l . Let T be a stable expansion of F(D) and 
K be the corresponding S5 Kripke structure. To 
prove the equality t(s(T)) - T, it suffices to 
show that k(s(T)) = K. Note that 

k(s(T) ) - { V | V(s) - 1 for a l l s Є s (T) } 
= { V | V(s) = 1 for a l l node sЄT }. 

The inclusion k(s(T)) is clear. Suppose that 
Vek(s(T)). By using the fact that s(T) is an 
admissible state of D, we easily see that 
VT(F(j)) - 1 for a l l j Є J . As T is a stable 
expansion of F(D), we have VЄK by Proposition 1. 
This shows the other inclusion. Q.E.D. 

In the original def in i t ion of autoepistemic 
logic, a l l the st.abie expansions are considered to 
be of the same rank. For example, let 
A ={LpDp}. Then there are two stable expansions 
of A, one has p as a belief and one has not. But 
in the former, p is believed on tenuous bases. 
The proposition p is derived because Lp is 
derived. This is a circular argument. The lat ter 
seems more appropriate for the belief set of the 
rational agent. This problem is similar to the 
circularity-check problem of the TMS. 

Konolige [10] introduced strongly grounded 
stable expansions to get r i d of stable expansions 
based on circular arguments. By using his idea, 
we can extend the correspondence given above to 
the TMS with circularity-check. 

To introduce the notion of strongly grounded 
stable expansions, we f i r s t give the def in i t ion of 
minimal stable expansions. 

Def in i t ion 8. Let A be a f i n i t e set of 
autoepistemic formulas. A set of autoepistemic 
formulas T is called a minimal stable expansion of 
A if T is a stable expansion of A and the 
corresponding 5b Kripke structure is maximal among 
a l l the S5 Kripke structures corresponding to 
stable expansions of A. 

3.2. The TMS and autoepistemic l og i c 

If I is a f i n i t e set of formulas, we shall denote 
by AI (resp. VI) the conjunction (resp. 
disjunction) of the formulas in I. 

Let D = (N,J,C) be a TMS. By considering N as a 
set of atomic propositions, we associate to any 
jus t i f i ca t ion j = (n,Ni,N2) an autoepistemic 
formula F(j) defined by 



Then the following characterization of minimal 
admissible states is a direct consequence of 
Theorem 2. 

Theorem 3. The mapping S -> t(S) gives a 
bi ject ion between the following sets. 

1) The set of minimal admissible states of D. 
2) The set of minimal stable expansions T of 

F(D) with r for a l l 

Proof. It is suff ic ient to show that, for a 
minimal admissible state S of D, the stable 
expansion t(S) of F(D) is minimal. Let K denote 
the S5 Kripke structure which corresponds to t (S). 
Suppose that t(S) is not minimal. Then there 
exists a stable expansion T' such that the 
corresponding S5 Kripke structure K1 includes K 
properly. Since we immediately have 

Thus, T' also corresponds to an 
admissible state of D, a contradiction. Q.E.D. 

An autoepistemic formula is said to be normal if 
it is of the form 

where and y are prepositional formulas. 
The autoepistemic formula F(j) attached to the 
jus t i f i ca t ion j is normal. Konolige [10] defined 
the notion of strongly grounded stable expansions 
for the set of normal autoepistemic formulas. 
Notice that the strongly grounded stable 
expansions of the given set of premises is 
dependent on the presentation of the formulas. 

Def in i t ion 9. Let A be a f i n i t e set of normal 
autoepistemic formulas and T be a stable expansion 
of A. The set T is said to be a strongly grounded 
stable expansion of A if T is a minimal stable 
expansion of A', where A' is the subset of A 
defined as follows: 

The following theorem shows that states 
acceptable to the TMS (with "circularity-check") 
are completely characterized as strongly grounded 
stable expansions of the normal autoepistemic 
formulas attached to just i f icat ions. 

Theorem 4. The mapping S -> t(S) gives a 
bi ject ion between the following sets. 

1) The set of well-founded admissible states of 
D. 

2) The set of strongly grounded stable 
expansions T of F(D) for a l l 

Proof. Suppose that S is a well-founded 
admissible state of D. By the def in i t ion, there 
exists a set of well-founded supporting 
just i f icat ions Denote by Jo the 
subset of J such that 

Remark that for a l l nЄS and that S is also 
a well-founded admissible state of (N,Jo,C). To 
show that the stable expansion t(S) of F(D) is 
strongly grounded, it is suff icient to show that 

t(S) is a minimal stable expansion of F(J0). By 
Proposition 2 and the above remark, we see that S 
is a minimal admissible state of (N, J0,C). By 
Theorem 3, we conclude that t(S) is a minimal 
stable expansion of F(J0). 

Let T be a strongly grounded stable expansion of 
F(D). Then T is a minimal stable expansion of 
F(J ' ) , where J' is the set of just i f icat ions given 
by J' = Thus, 
s(T) = { n€N I ri€T } is a minimal admissible state 
of J' by Theorem 3. Let J1 be the set of 
just i f icat ions j= (n,N1,N2) € J' with N1 = ø and S1 
be the set of consequent nodes of J1 

« 

Let J2 be a set of just i f icat ions j= (n,N1,,N2) 
with N1 S1 and S2 be the set of consequent nodes 
of J2 

S2 = { n I j = (n,N1,N2) with N1 c S1} . 
As J2 contains J1, S2 contains S1. By repeating 
this argument, we obtain a chain of sets 

Denote by S the union of a l l Si (i > 0) . Then it 
is easily checked that the subset S of s(T) is an 
admissible state of J ' . By the minimality 
assumption of s (T), we get S = s(T). Let n be an 
element of s(T) and i be the least integer such 
that neSj . We define the supporting 
just i f icat ion jn of the node n to be the 
just i f icat ion j - (n,N1,N2) € J ' such that 
N1 si-1 (In the case that i = 0, we let S-1=ø.). 
It is easy to see that the set { jn I n€s } is a 
set of well-founded supporting just i f icat ions of 
S. Q.E.D. 

4. Strat i f ied case 

In general, a TMS may have no well-founded 
admissible state and may have more than one. But 
if we impose suitable restrict ions on the use of 
out l is ts, we can guarantee that the TMS has a 
unique well-founded admissible state. In the rest 
of this paper, we shall discuss such a class. 

The problem of nonmonotonic just i f icat ions in 
truth maintenance has a strong similar i ty to that 
of negation in logic programming. In the f i e l d of 
logic programming, there are also many attempts to 
extend logic programming incorporating the f u l l 
use of negation [2,18]. However, a l l of them have 
severai d i f f i cu l t ies . Especially, any positive 
use of negation in the presence of recursion has 
not been obtained [20]. 

Apt, Blair, Walker and Van Gelder [1,21] 
introduced a class of sets of clauses which 
prohibit recursion "through negation". From the 
semantic viewpoint, in such a set of clauses, we 
only negate propositions whose meanings are fixed 
beforehand. Then a "canonical" model is assigned 
to such a set of clauses. 

We here adopt their idea. We shall consider the 
set of just i f icat ions which is "s t ra t i f i ed" . Our 
result says that a s t ra t i f ied set of 
just i f icat ions has a unique well-founded 
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admiss ib le s t a t e . We suppose t h a t t h i s r e s u l t i s 
o f p r a c t i c a l importance in the use o f t he TMS. 

D e f i n i t i o n 1 0 . A p a r t i t i o n 
( d i s j o i n t un ion) 

i s c a l l e d a stratification o f J i f the f o l l o w i n g 
two c o n d i t i o n s h o l d : 

1) I f a node n occurs in a j u s t i f i c a t i o n in J i , 
i t s d e f i n i t i o n i s con ta ined w i t h i n 

2) I f a node n occurs in the o u t l i s t of a 
j u s t i f i c a t i o n i n J i , i t s d e f i n i t i o n i s con ta ined 
w i t h i n (The definition of n is the subset 
o f J c o n s i s t i n g o f a l l t he j u s t i f i c a t i o n s whose 
consequent nodes are n.) 

Then J is s a i d to be s t r a t i f i e d by and 
each J i i s c a l l e d a s t ra tum o f J . 

Example 3. Le t J1= Then 
t h e r e e x i s t s no s t r a t i f i c a t i o n o f J1 . 

Let Then the 
p a r t i t i o n J2 = is t he 
s t r a t i f i c a t i o n o f J2 . 

Let D= (N, J,C) be a TMS. We s h a l l say t h a t D is 
s t r a t i f i e d i f J i s s t r a t i f i e d . Our r e s u l t i s 

Theorem 5. Le t D= be a s t r a t i f i e d TMS. 
Then D has one and on ly one we l l - f ounded 
admiss ib le s t a t e . 

P r o o f . Le t t he p a r t i t i o n J = J i u . . . u J n b e t he 
s t r a t i f i c a t i o n o f J . We f i r s t c o n s t r u c t a w e l l -
founded s t a t e S by us i ng t h i s s t r a t i f i c a t i o n . 

Put So = 0. For an i n t e g e r i such t h a t 1< i< n, 
we s h a l l d e f i n e se ts of nodes Si . Suppose t h a t 
S i - 1 i s a l ready d e f i n e d . Def ine the set o f 
j u s t i f i c a t i o n s J i ( 1 ) b y 
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We now prove t h a t S c o n s t r u c t e d above is a w e l l -
founded admiss ib le s t a t e of D. F i r s t we show t h a t 
S is a d m i s s i b l e . Le t j = (n,N1,N2) be a 
j u s t i f i c a t i o n such t h a t N1 S and N2∩S = ø. Let 
us show t h a t Suppose t h a t Then we 
have Ni S i , hence Ni ( k ) f o r some p o s i t i v e 
i n t e g e r k. Because S i - 1 c S , we see t h a t j 
be longs to t he set J i ( k + 1 ) , hence 
n € S i < k + 1 > S i . 

On the o the r hand, suppose t h a t n ε S . Then 
t h e r e e x i s t s an i n t e g e r i such t h a t 
j= (n,N1,N2) J i w i t h N i c S i and By 
the c o n s t r u c t i o n of S, we see t h a t 
Thus, j is a suppo r t i ng j u s t i f i c a t i o n of s . 

We now prove t h a t S is w e l l - f o u n d e d . We 
assoc ia te a node n € S w i t h i t s suppo r t i ng 
j u s t i f i c a t i o n j n a s f o l l o w s : Let i b e the l e a s t 
i n t e g e r such t h a t n€ S i . Then t he re e x i s t s an 
i n t e g e r k such t h a t ( k ) \ S i ( k - 1 ) . By the 
c o n s t r u c t i o n , t he re e x i s t s a j u s t i f i c a t i o n 
j n = (n,N1,N2) such t h a t N i c S i ( k - 1 ) and 

I t i s easy t o check t h a t 
{ j n | n e S } i s the set o f w e l l - f o u n d e d s u p p o r t i n g 
j u s t i f i c a t i o n s o f S. 

Conversely , l e t T be a w e l l - f o u n d e d admiss ib le 
s t a t e of D. Denote by N* the set of nodes whose 
d e f i n i t i o n s are con ta ined w i t h i n k i i J k - To show 
t h a t S and T c o i n c i d e , i t i s s u f f i c i e n t t o prove 
t h a t f o r a l l i by u s i n g 
i n d u c t i o n on i . No t i ce t h a t , by the 
s t r a t i f i a b i l i t y o f J , S i and T n N 1 are w e l l -
founded admiss ib le s t a t e s of the TMS (N1 ,u jC i iJ} c ,0) 
f o r a l l i . 

Remark. Theorem 5 suggests a r e l a t i o n s h i p between 
the semantics of the TMS and t h a t of l o g i c 
programming. I n f a c t , the f i x p o i n t semantics can 
serve as ye t another semantics of the TMS. In 
[ 8 ] , t he au thors c l a r i f i e d the semantics o f the 



basic ATMS in terms of p r o p o s i t i o n a l Horn l o g i c . 
The correctness of the l abe l update a lgor i thm 
fo l l ows from the leas t f i x p o i n t semantics. We 
a lso proposed an extended ATMS a rch i t ec tu re based 
on the i t e r a t e d f i x p o i n t semantics o f s t r a t i f i e d 
l o g i c programming. We hope to discuss the 
r e l a t i o n s h i p s among these r e s u l t s in the 
subsequent paper. 

5 . Compar ison w i t h r e l a t e d work 

Reinfrank and Dressier [17] independently have 
es tab l i shed the r e l a t i o n s h i p between the TMS and 
autoepistemic l o g i c . Their r e s u l t and ours are 
e s s e n t i a l l y equ iva len t . The d i f fe rences between 
them l i e mainly in t echn i ca l s u b t l e t i e s : Our 
method is based on Moore's poss ib le wor ld 
fo rmu la t i on and t h e i r s is based on Konolige [10 ] . 
Our d e f i n i t i o n of s ta tes acceptable to the TMS 
w i t h c i r c u l a r i t y - c h e c k seems to be nearer to 
Doy le 's o r i g i n a l one than t h e i r s , but they t u r n 
out to be the same. 

We suppose t h a t the uniqueness of the w e l l -
founded admissible s ta te of the s t r a t i f i e d TMS is 
suggest ive to proposals of extended ATMS 
a r c h i t e c t u r e s . 

C o n c l u s i o n 

To make nonmonotonic in ference a p r a c t i c a l 
technique, we must f u l l y understand the semantics 
of Doy le 's TMS. In t h i s paper, we have shown tha t 
i t s semantics i s completely descr ibed in terms o f 
autoepistemic l o g i c . States acceptable to a TMS 
correspond b i j e c t i v e l y to s tab le expansions of a 
set of autoepistemic formulas at tached to 
j u s t i f i c a t i o n s . The implementat ion of the new TMS 
a lgo r i t hm based on autoepistemic l og i c is to be 
exp lored. 
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