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Abstract 
Preference relations can provide a more realis-
tic model of random phenomena than quantita­
tive probability or belief functions. In order to 
use preference relations for reasoning under un­
certainty, it is necessary to perform sequential 
and parallel combinations of propagated infor­
mation in a qualitative inference network. This 
paper discusses the rules for such sequential 
and parallel combinations. 

1 Introduction 
Many intelligent systems employ the numeric degrees of 
belief to make decisions. One of the difficulties often en­
countered in using a quantitative theory of partial belief 
is the estimation of the required numeric input. In creat­
ing the knowledge base, the human expert may not be fa­
miliar with expressing his belief in terms of numeric val­
ues. Thus, the problem of obtaining the numeric degrees 
of belief from the expert is a major concern in the design 
of a decision support system. On the other hand, there 
are qualitative methods for uncertain reasoning such as 
those using qualitative probability, qualitative belief or 
relative plausibility, which are all based on the concept 
of preference relations. In these approaches, the experts 
are not required to provide numeric values for the indi­
vidual propositions, but are asked instead to specify the 
qualitative relationships between the propositions. In 
many applications, the qualitative approaches seem to 
be more realistic, as it may not be feasible to represent 
the available information numerically. Besides, people 
are usually more confident in supplying qualitative re­
lationships such as proposition A is more probable than 
proposition B. 

In addition to the representation of uncertain informa­
tion, another important issue is to propagate such infor­
mation Many researchers have studied the possibility of 
using networks for inference. Heckerman (1986), Pearl 
(1986), Shenoy and Shafer (1986) studied the propaga­
tion of quantitative information such as certainty factors, 
probability and belief functions in quantitative networks. 
Wellman (1990) extended Pearl's framework to quali­
tative networks by classifying the influence of different 
sources of evidence on a proposition into four classes +, 

— , 0, and ?. If the class is +, then the proposition has 
become more probable due to the presence of the new 
evidence. On the other hand if the class is —, then the 
proposition has become less probable due to the pres­
ence of the new evidence. Class 0 indicates that the 
new evidence has no influence on the probability of the 
proposition, while class ? indicates that the influence of 
the evidence on the proposition is unknown. One can 
also define different operators for the manipulation of 
these influences. It is clear that qualitative networks 
can be useful for suggesting potential actions, eliminat­
ing inferior plans, identifying important tradeoffs, and 
explaining probability models (Wellman, 1990) How­
ever, Wellman's study is restricted to frames with only 
two elements (a proposition and its negation), and the 
suggested classification of influence lacks a theoretical 
basis. 

This study outlines a qualitative inference network 
whose nodes are frames of discernment consisting of 
mutually exclusive and exhaustive propositions, and 
whose edges represent the relationships between differ­
ent frames. In such a network, the two basic rules are 
the sequential and parallel combinations of propagations 
(Heckerman, 1986). The former deals with propagating 
information from a frame S to another frame T,from 
T to 0, and so on, in a sequential manner. The lat­
ter considers the propagation of information from two 
or more frames, T1, T2, ..., to another frame Θ followed 
by a parallel combination of the propagated information 
(Lingras and Wong, 1990a). 

The main objective of this paper is to analyze the 
fundamental elements of a qualitative inference network 
based on preference relations, namely, the sequential and 
parallel combinations of qualitative information. We be­
lieve that the results of this analysis provide a basis for 
the development of a network useful for qualitative rea­
soning. 

2 Qualitative Preference Structures 

Suppose Θ = {ø1, . . . ø m } is a finite set of all possible 
answers to a given question according to one's knowl­
edge, and only one of these answers is correct. This set 
0 is referred to as the frame of discernment or simply 
the frame defined by the question (Shafer, 1976). Any 
subset A C 0 is regarded as a proposition, which repre-
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seuts the assertion that the correct answer to the ques­
tion lies in A. The power set 20 of denotes the set of 
all propositions discerned by the frame Θ. In a situation 
with incomplete or vague information, it is not possible 
to say with certainty which proposition contains the cor-
rect, answer. However, based on the evidence at hand it 
may be possible to express one's judgement on a given 
proposition either quantitatively or qualitatively. In the 
quantitative representation, a real number is used to in­
dicate the degree of belief in a proposition. Alternatively, 
one can also characterize the uncertain knowledge qual­
itatively in terms of a preference relation. We assume 
that one can define the preference or indifference rela­
tionship between any two propositions A, B < The 
assertion, A is preferred to B, is denoted by 
In the absence of strict preference, i.e., and 

we say that A and B are indifferent, written 
That is, the preference relation represents 

the qualitative information or one's knowledge about a 
particular situation. The precise meaning of the pref­
erence relation depends of course on the context of the 
application. For example, in the exposition of qualita­
tive probability, A B represents the assertion that A 
is mart probable than B. 

The notion of preference relations enables us to spec­
ify whether a given proposition is more probable than 
another proposition. Such a notion can be useful for a 
number of reasons. For example, if it is not possible to 
provide a reliable estimation of the required quantitative 
probabilities, a preference relation can provide a more re­
alistic model of random phenomena. Obviously, qualita­
tive preference relations provide a wider class of models 
to represent a given situation than quantitative probabil­
ities. Preference relations also facilitate the study of the 
structures of quantitative probabilities and belief func­
tions (Fine, 1973). To illustrate this point, consider the 
following axioms that, impose certain restrictions on the 
class of preference relations that can be used for repre­
senting uncertain information: 

( i ) 
( i i ) 

( i i i ) 

(iv) 

(v)  

Wong et al. (1990) have shown that there exists a 
belief function consistent with , i.e., 

(1) 

if and only if the preference relation satisfies axioms 
(i) - (v). The belief function obeys the following three 
axioms (Shafer, 1976; Smets, 1988): 

1. 

3.  

Thus, belief functions can be used to represent the 
class of preference relations which obey axioms (i)-(v). 
A preference relation satisfying axioms (i)-(v) is called 
a qualitative belief or a belief relation (Yao and Wong, 
1990). For a given belief function, one can define a plau­
sibility function PI as follows: for  

(2) 
where Ac represents the complement of A, i.e., Ac = (-)-
A. Similarly, we can also define a qualitative counterpart 
of a plausibility function. Let >BEL he a belief relation, 
the corresponding plausibility relation >pl is defined as 

(3) 
which is consistent with the definition of plausibility 
functions. 

Based on the notion of preference relations, in the fol­
lowing section we consider a qualitative inference net­
work, and analyze the fundamental elements of such a 
network. 

3 A Q u a l i t a t i v e I n f e r e n c e N e t w o r k 

In making decisions, we are often interested in a number 
of related questions. We can formulate a frame of dis­
cernment for each question, and build a qualitative in-
ference network based on the relationships (represented 
by compatibil i ty relations) between these frames. If we 
want to evaluate the beliefs in a particular frame, we 
may have to propagate and combine the beliefs from dif-
ferent sources of evidence to the frame of interest. Thus, 
we have to consider the propagation of information from 
one frame to another (Yao and Wong, 1990), and the 
sequential and parallel combination rules (Lingras and 
Wong, 1990a). 

We assume that the information about a frame 7' is 
represented by a preference relation , and that the re 
lationship between frame T and the frame of interest 
is described by a compatibility relation. We consider the 
propagation of the preference relation on frame T to 
frame  

Definition /: Consider two frames T and 6. An element 
t T is compatible with an element written  
if the proposition does not contradict the proposition 

Compatibi l i ty is symmetric: / is compatible with 0 if and 
only if 6 is compatible with t. A compatibility relation 
C between two frames T and is a subset of pairs 
in the Cartesian product T 0 such that t C The 
compatibil i ty relation provides a qualitative description 
of the relationships between the elements of two frames. 

Definition 2: A compatibi l i ty relation C between two 
frames T and is complete if for any t T there exists 
a such t h a t , and vice versa. 
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W i t h o u t loss of genera l i ty , we may assume tha t the com­
p a t i b i l i t y re la t ion between any two frames is complete, 
because one can always o b t a i n a reduced f rame by delet­
ing those elements in one of the f rames wh ich are no t 
compa t ib le w i t h any element in the other f rame, and 
vice versa. 

( i ) Suppose we have a read ing 6.5 ± 0.5 f r o m a p H -
meter for the so lu t i on . I f we use th i s pH value as a 
measure o f ac id i t y o f the s o l u t i o n , we w i l l have to con­
sider the quest ion o f r e l i ab i l i t y o f the pH-mete r . T h e 
f rame cor respond ing to th i s quest ion is def ined by T\ = 
{reliable, unreliable}. Based on our knowledge of the 
pH-mete r , we can specify the f o l l ow ing weak order (F i sh -
b u r n , 1972): 
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axioms L = {asymmetry, negative t ransi t iv i ty} for a 
weak order. 
We can order the preference relationships from and 

for example, according to the priority scheme de­
scribed earlier. The following priority scheme is used in 
this example. 

4 S u m m a r y and Conclus ion 
Preference relations, which specify whether a given 
proposition is more probable than another proposition, 
provide a more realistic model to represent uncertain 
information than quantitative probability or belief func-
tions. In order to use preference relations for reason­
ing under uncertainty, it may be necessary to organize1 

and propagate the available information in a qualita­
tive network. Sequential and parallel combinations of 

propagated information are two of the fundamental el-
ements in such a system. This paper suggests rules for 
sequential and parallel combinations using the notion of 
compatibil ity relationships. It is also shown that if the 
input preference relations obey certain properties, the 
combined relations wil l also obey these properties. 

The qualitative inference networks discussed here are 
different from Wellman's qualitative probabilistic net­
works. The qualitative probabilistic relations used by 
Wellman correspond to the compatibil ity relations in this 
study. The use of qualitative probabilistic relations in­
stead of compatibil i ty relations may lead to a more gen-
eralized qualitative inference network. 
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