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A b s t r a c t 

A l though AI p lann ing techniques can poten­
t ia l l y be useful in several manufac tur ing do­
mains, this potent ia l remains largely unreal­
ized. In order to adapt AI p lanning techniques 
to manufac tu r ing , i t is impo r tan t to develop 
more realistic and robust ways to address issues 
impo r t an t to manufac tur ing engineers. Fur­
thermore, by invest igat ing such issues, AI re­
searchers may he able to discover principles 
tha t are relevant for AI p lanning in general. 
As an example, in th is paper we describe the 
techniques for manufactur ing-operat ion plan­
ning used in I M A C S (Interact ive Manufactura­
b i l i t y Analysis and C r i t i qu ing System), and 
compare and contrast them w i t h the techniques 
used in classical AI p lanning systems. We de­
scribe how one of I M A C S ' s p lanning techniques 
may be useful for AI p lanning in general—and 
as an example, we describe how it helps to ex­
pla in a puzzl ing complex i ty result in AI plan­
n ing . 

1 Introduction 
AI p lann ing techniques can potent ia l ly be useful in sev­
eral manufac tu r ing domains. However, w i th the ex­
ception of manufac tu r ing scheduling, previous appl i ­
cations of AI p lann ing technology to manufactur ing 
(cf. [Fami l i et ai, 1992]) generally have had l i t t le im ­
pact on manufac tu r ing practices [Ham and L u , 1988; 
Nevins and Wh i tney , 1989; Shah et ai, 1994]. 

One reason for this di f f icul ty appears to be the dif­
ferent wor ld views of AI p lanning researchers and manu­
fac tur ing p lann ing researchers. The first author works in 
bo th wor lds—and his work on manufactur ing p lanning 
has signi f icant ly influenced his research on AI p lanning, 
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and vice versa - but this influence is not par t icu lar ly ev­
ident in the publ icat ions themselves, because they were 
wr i t ten to address two different audiences, who have dif­
ferent ideas of what the impo r t an t problems are and how 
they should be solved: 

• Since AI planning researchers are usual ly more 
interested in general conceptual problems than 
domain-dependent detai ls, the AI approach to man-
ufactur ing p lanning has typ ica l ly been to create an 
abstract problem representation t ha t omi ts un im­
por tant details, and look for ways to solve the ab­
stract prob lem. From the v iewpoin t of the manu­
factur ing engineer, these ' ' un impor tan t details1 ' of­
ten are very impo r tan t parts of the problem to be 
solved—and this can lead manufac tu r ing engineers 
to view AI p lanning techniques as imprac t ica l . 

• Manufacturing planning researchers typ ica l ly want 
to solve a par t icu lar manufac tu r ing prob lem, and 
present their research results w i t h i n the context of 
this prob lem, w i thou t discussing how the approach 
m igh t generalize to other p lann ing domains. For 
AI researchers, this makes it d i f f icul t to see what 
the under ly ing conceptual problems are, or whether 
the approach embodies a general idea tha t can be 
applied to other problems. Th i s can lead AI plan­
ning researchers to view manufac tu r ing p lann ing as 
a domain fu l l of ad-hoc, domain-specif ic programs 
rather than general pr inciples and approaches. 

Some of the issues arising in manufac tu r ing p lanning 
are s imi lar to issues investigated in AI p lann ing , and 
others are d is t inct ly different. Some of the former may 
amenable to the use of exist ing AI p lann ing techniques— 
and some of the lat ter may lead to new principles useful 
in AI p lanning. However, to investigate such issues, AI 
researchers w i l l need a better understanding of manufac­
tu r ing problems and concerns, so as to get better ideas 
of what the interesting general izations are, and which 
techniques f rom AI might, best be appl ied to realistic 
manufactur ing problems. 

In this paper we a t temp t to provide a step in this d i ­
rect ion, by describing the p lann ing techniques used in 
I M A C S , a computer system for help ing designers pro­
duce designs that are easier to manufacture [S. G u p t a et 
ai, 1994b; S. G u p t a and Nau , 1995]. I M A C S analyzes 
the manufac turab i l i t y of proposed designs for machined 
parts by generating and evaluat ing operat ion plans for 
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the proposed design. We discuss similarities and differ­
ences between the techniques used in 1MACS and those 
typically used in AT planning. We also describe how one 
of IMACS's planning techniques (the enumeration of rel­
evant tasks before planning begins) may be useful for 
AT planning in general—and as an example, we describe 
how it helps to explain a puzzling complexity result in 
Al planning. 

2 A Case Study: I M A C S 
IMACS (Interactive Manufacturability Analysis and Cri­
tiquing System) is a computer system for analyzing 
the manufacturability of machined parts, in order to 
help designers produce designs that are easier to man­
ufacture. Further information about IMACS, including 
color images produced using i t , are available at h t . t p / / 
www.cs.umd.edu/projects/cim/iiiiacs/imacs.html. 

As shown in Figure 1, IMACS evaluates the manufac­
turabil i ty of a proposed design by generating and eval­
uating operation plans. Here are two immediate differ­
ences between IMACS and many AI planning systems: 

• Unlike most AI planners, IMACS generates more 
than one plan and evaluates the merit of each plan it 
generates, to find an optimal plan. To measure plan 
merit, IMACS uses an estimate of the plan's man­
ufacturing t ime, as described in Section 2.6. How­
ever, it is straightforward to incorporate estimates 
of production cost as well [S. Gupta ct a/., 1994c]. 

• We are developing ways for IMACS to suggest, 
changes in the design to improve its manufactura­
bi l i ty while sti l l fulf i l l ing the designer's intent [Das 
et al., 1994; 1995]. In AI terms, this means auto­
matically suggesting changes to the goal to make it 
easier to achieve. 

Other differences and similarities are discussed in the 
following sections. 

2 .1 M a c h i n e d P a r t s 
A machined part, P, is the final component created by 
executing a set of machining operations on a piece of 
stock, S. For example, Figure 2 shows a socket P0, and 
the stock So from which P0 is to be produced. Note 
that the goal to be achieved (i.e., the part to be pro­
duced) is represented not as a set of predicates as is 

o f ten done i n A I p l a n n e r s , b u t i n s t e a d a s a C A D m o d e l 
( w h i c h I M A C S represents u s i n g A C I S , a s o l i d m o d e l i n g 
sys tem f r o m S p a t i a l Techno log ies I n c . ) . 

An operation plan is a sequence of m a c h i n i n g ope ra ­
t i ons capab le o f c r e a t i n g t he p a r t P f r o m the s tock S . 
Since i t w o u l d be p h y s i c a l l y i m p o s s i b l e t o p r o d u c e P 's 
exact g e o m e t r y , des igners g i ve design tolerance spec i f ica­
t i ons (e .g . , sec F i g u r e 3 ) to spec i fy h o w m u c h v a r i a t i o n 
f r o m the n o m i n a l g e o m e t r y i s a l l o w a b l e i n any phys ica l 
r e a l i z a t i o n o f P . A p l a n i s cons ide red capab le o f ach iev­
i ng t he goa l i f i t can c reate an a p p r o x i m a t i o n o f P t h a t 
sat isf ies t he des ign to le rances . 

A workpiece is t he i n t e r m e d i a t e o b j e c t p r o d u c e d by 
s t a r t i n g w i t h S a n d p e r f o r m i n g zero o r m o r e m a c h i n i n g 
o p e r a t i o n s . C u r r e n t l y , t he m a c h i n i n g o p e r a t i o n s cons id ­
ered i n I M A C S i n c l u d e e n d m i l l i n g , s ide m i l l i n g , face 
m i l l i n g a n d d r i l l i n g o p e r a t i o n s , on a t h ree -ax i s v e r t i ­
cal m a c h i n i n g center . Each m a c h i n i n g o p e r a t i o n creates 
a machining feature. D i f f e r e n t researchers use d i f fe ren t 
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2.2 F e a t u r e E x t r a c t i o n 
Although much past work on integrating design with 
manufacturing planning has involved feature-based de­
sign techniques in which users specified designs directly 
as sets of form features, most researchers have become 
convinced that a single set of features cannot satisfy 
the requirements of both design and process planning— 
instead, some form of feature extraction is needed. For 
IMACS, we have developed algorithms to extract ma­
chining features directly from the CAD model [Regli tt 
al.y 1994; S. Gupta et a/., 1994a]. 

There can be many—sometimes infinitely many-
different machining features capable of creating various 
portions of a given part. Of these, we define a primary 
feature to be a feature that contains as much of the stock 
as possible without intersecting with the part, and as lit­
tle space as possible outside the stock. Figure 5 shows 
examples of primary and non-primary features; for a de-
tailed definition see [S. Gupta and Nau, 1995]. 

As described in [S. Gupta et al., 1995; Regli et al, 
1995], in every operation plan that IMACS will ever want 
to consider, each machining operation wil l create either 
a primary feature or a truncation of a primary feature— 
and the number of primary features for a part is always 
finite (in fact, polynomial). Thus, IMACS's first step is 
to find the set F of all primary features for P and S. For 
example, for the socket P0 the set T contains 22 primary 
features, a few of which are shown in Figure 6. 

In AI terms, machining operations are elementary ac­
tions and machining features are tasks. jF is the set of 
all tasks that might ever be relevant for achieving the 
goal. Unlike most AI planners, IMACS finds this set in 
advance before it begins to generate plans—but as we 
discuss later, this technique may be useful in a number 
of AI planning problems. 

2.3 G e n e r a t i n g I n c o m p l e t e P l a n s 
Figure 6 shows that the features in F may overlap in 
complicated ways, and not all of them are needed to cre­
ate the part (for example, we do not need to machine 
both s\ and s2). A feature-based model (FBM) is any 
irredundant subset of features F C T such that sub­
tracting those features from S produces P. For example, 
Figure 7 shows an FBM, FBM1, for the socket P0. 

In AI planning terminology, an FBM is an incomplete 
plan: if we can machine the features in i t , this wil l create 
the part. Since each FBM is a subset of F', FBM's can 
be generated using set-covering techniques, but there can 
be exponentially many FBM's. As an example, for the 
socket Po. F contains 22 primary features from which 
one can form 512 FBM's. In general, we usually will not 
want to generate all of these FBM's, for only a few of 
them wil l lead to good operation plans. Thus IMACS 
does a depth-first branch-and-bound search to gener­
ate and test FBM's one at a time, pruning unpromising 
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FBM's as described in Section 2.7. For example, IMACS 
generates only 16 of the 512 FBM's for the socket PQ. 

In many of the early generative process planning sys­
tems (e.g., [Chang and Wysk, 1985; Nau and Chang, 
1986; Nau, 1987]), the input was a symbolic representa­
tion of P as a set of machining features analogous to a 
single FBM, with no way to recognize or handle many 
of the geometric interactions among the features. This 
prevented such systems from generating realistic process 
plans for complex parts, in which geometric interactions 
can make it quite difficult to decide what sets of fea­
tures and machining operations to use, which operations 
to do when and in which setups, and how to hold the 
workpiece during each setup. 

In one way or another, most recent work on gen­
erative process planning (both by manufacturing re­
searchers and AI researchers) has tried to address these 
difficulties (e.g., [Kambhampati et at., 1992; Vanden-
brande and Requicha, 1993; Opas and Mantyla, 1994; 
S. Gupta et a/., 1994b; Das et a/., 1994; Hayes, 1995; 
Britanik and Marefat, 1995]). However, there are also 
some recent AI efforts at process planning that unfor­
tunately do not seem to address such difficulties at all. 
We suspect one reason for this is that the researchers in­

volved in these efforts lack sufficient familiarity with the 
problem domain—and Section 4 describes a way whereby 
we hope to alleviate this problem. 

2.4 R e s o l v i n g G o a l I n t e r a c t i o n s 

An FBM is basically a totally unordered plan. To resolve 
goal interactions, IMACS adds ordering constraints as 
follows: 

• Identify ordering constraints. Due to complex ge­
ometric interactions (accessibility etc.), some fea­
tures must precede others. For example, in Fig­
ure 8, the hole h\ must be machined before the slot 
s9 in order to achieve reasonable machining toler­
ances and avoid tool breakage. 

• Linearize. Next IMACS generates all total order-
ings consistent with the precedences. If no such 
total ordering can be found, IMACS considers the 
FBM F to be unmachinable and discards i t . Unlike 
the typical approaches used in AI planners, there 
would be no point in adding additional operators: 
they would just create redundant features, and if 
there is a feasible way to machine the part it wil l be 
found among the other FBM's. 
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• Modify goals. Suppose features / and g overlap, and 
/ precedes g in some to ta l order ing. Then when we 
machine /, we are also machin ing part of g. We 
don ' t want to machine t ha t same por t ion of g again 
later in the sequence, because we would merely be 
mach in ing air. Thus, I M A C S truncates g to remove 
the po r t i on covered by / . As an example, several of 
the features shown in Figure 8(a) were produced by 
t runca t ing the corresponding features in F B M 1 . 

• Unlintarize. Once the t runcated features have 
been produced, several of the resul t ing F B M ' s may 
have ident ical features but different precedence con­
st ra ints . In such cases the precedence constraints 
tha t differ can be removed, t ranslat ing the to ta l or­
ders i n to par t ia l orders. For example, Figure 8(b) 
shows the par t ia l order for the F B M of Figure 8(a). 

2.5 A d d i t i o n a l S teps 
To ob ta in an operat ion plan f rom the part ia l ly-ordered 
F B M , I M A C S uses the fo l lowing steps: 

• Incorporate finishing operations. For faces w i th 
t igh t surface f inishes or tolerances, I M A C S adds 
f inishing operat ions, w i t h precedence constraints to 
make them come after the corresponding roughing 
operat ions. Current ly , one f inishing operat ion per 
face is al lowed. 

• Determine setups. On a three-axis vert ical ma­
chining center, features cannot be machined in the 
same setup unless they have the same approach d i ­
rect ion. Th i s and the par t ia l order ing constraints 
can be used to determine which features can be 
machined in the same setup, as shown in Fig­
ure 8 (b) . A l t hough the specific computat ions are 
different, the problem is a special case of what 
is known to AI researchers as the plan-merging 
problem [Yang ei a/., 1992; Foulser et a/., 1992; 
B r i t an ik and Marefat , 1995]. 

• Determine process details. To select cu t t ing param­
eters such as those shown in Figure 8(c), I M A C S 
uses the recommendat ions of the Machinabi l i ty 
D a t a Center's handbook [Machinabi l i ty Data Cen­
ter, 1980]. The m a x i m u m recommended cut t ing pa­
rameters are used, rather than a t tempt ing to se­
lect op t ima l cu t t ing parameters; thus IMACS's es­
t imates involve considerable approx imat ion . 

As shown in Figure 9, these steps correspond to a task 
decomposi t ion somewhat analogous to that used in H T N 
p lann ing [Sacerdoti , 1977; Tate, 1977; Wi l k ins , 1990; 
1988; Yang, 1990; K a m b h a m p a t i and Hendler, 1992; 
Ero l et a/., 1995a; 1994]. 

Since each F B M can lead to several different opera­
t ion plans, I M A C S does the above steps inside a depth-
first branch-and-bound search, evaluat ing the plans as 

described in Section 2.6 in order to find the optimal op­
eration plan. For example, Figure 8 shows the operation 
plan IMACS finds for the socket P0. 

2.6 O p e r a t i o n P l a n E v a l u a t i o n 
Once IMACS has found an operation plan, it evaluates 
whether the plan can achieve the design tolerances. To 
verify whether a given operation plan wil l satisfy the 
design tolerances, IMACS must estimate what toler­
ances the operations can achieve. Typical approaches 
for computer-aided tolerance charting are computation­
ally very intensive, and only consider l imited types of 
tolerances [Ji, 1993; Mi t ta l et a/., 1990]. Thus, IMACS 
simply evaluates the manufacturability aspects of a wide 
variety of tolerances without getting into optimization 
aspects, as described in [S. Gupta and Nau, 1995]. As 
an example, the operation plan shown in Figure 8 sat­
isfies the tolerances shown in Figure 3, and thus is an 
acceptable way to make P0 from So-

If the plan can achieve the design tolerances, then 
IMACS estimates the plan's manufacturing time. The 
total time of a machining operation consists of the cut­
ting time (when the tool is actually engaged in machin­
ing), plus the non-cutting time (tool-change time, setup 
time, etc.). Methods have been developed for estimat­
ing the fixed and variable costs of machining operations; 
our formulas for estimating these costs are based on stan­
dard handbooks related to machining economics, such as 
[Winchell, 1989; Wilson and Harvey, 1963]. As an exam­
ple, Table 1 shows the estimated production time for the 
operation plan of Figure 8. 

2.7 E f f i c i e n c y C o n s i d e r a t i o n s 
As described in [S. Gupta et al, 1994b; S. Gupta and 
Nau, 1995], IMACS uses a depth-first branch-and-bound 
search to generate and evaluate FBM's and plans one at 
a time. By evaluating them as they are being gener­
ated and keeping track of the best one it has seen so 
far, IMACS can discard FBM's and plans that look un­
promising, even before they have been fully generated. 
For example, from the 22 primary features shown in Fig­
ure 6 one can form 53 2 FBM's for the socket P0, but 
IMACS generates only 16 of these FBM's. Below are 
some of IMACS's pruning criteria, which can be thought 
of as similar to critics in HTN planning: 

• IMACS wil l discard an FBM if it contains features 
whose dimensions and tolerances appear unreason­
able. Examples would include a hole-drilling oper­
ation having too large a length-to-diameter ratio; 
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of outer d iameter to inner diameter; two concentric 
ho le-dr i l l ing operat ions w i th t ight concentricity to l ­
erance and opposite approach directions. 

• I M A C S w i l l discard an F B M i f i t appears that there 
w i l l be problems w i t h work-ho ld ing dur ing some 
of the mach in ing operat ions. Current ly , IMACS's 
work -ho ld ing analysis is based on the assumption 
tha t a flat-jaw vise is the only available fixturing 
device [Das et a/., 1994; 1995], but we are cur­
rent ly developing some more sophisticated f ixtura-
b i l i t y analysis techniques tha t al low the use of both 
vise c lamping and toe c lamping. 

• I M A C S w i l l compute a quick lower bound on the 
mach in ing t ime required for an F B M or p lan, and 
w i l l discard the F B M or plan i f this lower bound is 
above the t ime required by the best plan seen so far. 

3 Discussion 
Since we d id not care whether or not we were doing AI 
p lann ing in I M A C S , there are several differences between 
the techniques used in I M A C S and those used in classi­
cal AI p lann ing systems. Some of these techniques may 
be useful for AI p lann ing . For example, IMACS's tech­
nique of f ind ing al l p r imary features before beginning to 
generate plans can be generalized as fol lows; 

• Enumerate the set of al l tasks that might ever be 
relevant. Ca l l th is set F. 

• Loop: 
• Generate an incomplete plan F as a subset of F 
• If the plan F has a goal interact ion that can't 
be resolved v ia precedence constraints, discard i t . 
( I f a p romis ing plan exists, it w i l l be generated in 
another loop i tera t ion. ) 

• Flesh out the plan (using task decomposit ion, crit­
ics, p lan merg ing , etc.) 

Th i s technique should be useful whenever it is feasible 
to enumerate in advance the set F of al l relevant tasks. 
More specif ically, suppose that we can construct F in 
po l ynomia l t ime , and tha t each task in F w i l l need to 
be achieved at most once. Then every plan we wi l l care 
to consider is a subset F C F, and we can generate these 
plans nondetermin is t ica l ly in po lynomia l t ime. I f each 
goal in teract ion involves at most a constant number of 
tasks, then we can determine in po lynomia l t ime whether 
whether there are order ing constraints sufficient to make 
F a successful p lan. 

Th i s idea helps to explain a puzzl ing theoretical 
p rob lem. In the worst case, p lanning w i t h STRIPS-
style operators is PSPACE-complete [Erol et al., 1994; 
1995b], bu t the best known example of STRIPS-sty le 
p lann ing is b locks-wor ld p lann ing, which is only NP-
complete [N. G u p t a and Nau, 1991; 1992]. Th is discrep­
ancy can be explained by not ing that in a blocks-world 
prob lem conta in ing n blocks there are only at most 2n 
possible relevant tasks: for each block b, we might want 
to move b to the table, and if the goal state contains 
on(6, c) for some c, then we w i l l want to move b to c. 

I M A C S shows that i t is possible to address manufactur­
ing p lanning both realist ical ly and in a pr incipled man­
ner. Our work on I M A C S has been well accepted by 
manufactur ing researchers, and we have many ideas for 
further work on I M A C S and on other issues relevant to 
manufactur ing. 

Furthermore, some of us (together w i t h J im Hendler 
at the University of Ma ry l and ) 1 are beginning the devel­
opment of a test bed in which to compare AI and man­
ufactur ing techniques. We intend to develop a collec­
t ion of manufactur ing p lanning problems and solutions 
(e.g., designs, plans, and p lanning systems), presented 
in a way that is accessible to AI p lanning researchers for 
use as a test set or benchmark set. We hope that this 
wi l l help AI researchers discover ways to apply AI tech-
niques to manufac tur ing p lanning in a realistic manner, 
and possibly to discover issues arising in manufactur ing 
that may be useful for AI p lann ing in general. 
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