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Standard analysis methods for genome wide association studies (GWAS) are not robust to 
complex disease models, such as interactions between variables with small main effects.  
These types of effects likely contribute to the heritability of complex human traits. Machine 
learning methods that are capable of identifying interactions, such as Random Forests (RF), 
are an alternative analysis approach. One caveat to RF is that there is no standardized 
method of selecting variables so that false positives are reduced while retaining adequate 
power. To this end, we have developed a novel variable selection method called relative 
recurrency variable importance metric (r2VIM).  This method incorporates recurrency and 
variance estimation to assist in optimal threshold selection. For this study, we specifically 
address how this method performs in data with almost completely epistatic effects (i.e. no 
marginal effects).  Our results show that with appropriate parameter settings, r2VIM can 
identify interaction effects when the marginal effects are virtually nonexistent.  It also 
outperforms logistic regression, which has essentially no power under this type of model 
when the number of potential features (genetic variants) is large. (All Supplementary Data 
can be found here: http://research.nhgri.nih.gov/manuscripts/Bailey-Wilson/r2VIM_epi/). 

 

1.  Introduction 

1.1.  Variable selection that allows for interactions 

Thousands of variants have been identified that are associated with complex human traits 
[1]. However, a large portion of the estimated heritability remains unexplained for many 
traits [2].  Additionally, these variants often do not improve prediction of complex traits in 
independent data sets over metrics that are relatively easier to collect (e.g. age, sex, body 
mass index, family history)[3]. This is likely due, in part, to overly simplistic study designs 
and modeling methods. The complex nature of biological pathways makes it unlikely that 
additive main effects explain all of the heritability.  Empirical observations in animal model 
studies show that complex effects are actually pervasive in nature [4].  The identification of 
these effects would require variant discovery and modeling methods that are robust to 
interactions, even when main effects are very small or non-existent. 
 
           The first step in solving this problem is to separate true signal from noise. Machine learning 
methods are promising candidates for this task and are currently used in other scientific fields, 
including drug design [5].  One type of machine learning method is Random Forests (RF) [6]. One 
limitation of RF is that no standard method exists for selecting a set of “associated” variants with 
low levels of false positives and adequate power.  Parametric analyses produce statistics with 
generally accepted values for error rates, assuming the parametric model has been exactly and 
correctly specified. One way to obtain equivalent values is to generate empirical distributions by 
running thousands of permutation analyses.  This is computationally impractical for studies that 
use high-throughput genomic data, which usually consists of thousands to millions of variables.  
We propose a more efficient method called r2VIM, which integrates different selection parameters 
to identify the appropriate threshold between signal and noise [7]. The ultimate goal of this 
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method is to generate variant sets that include main and interaction effects. These sets can then be 
assessed using modeling tools for interpretation and prediction purposes to further our 
understanding of complex human traits. 

 

2.  Methods 

2.1.  r2VIM 

The method r2VIM uses a novel variable selection algorithm based on RF results. RF 
generates a collection of regression (quantitative outcome) or classification (categorical 
outcome) trees. In RF, bootstrap samples are drawn to train tree models, and the 
performance of the trained model is evaluated by testing the tree on the “out-of-bag” (OOB) 
sample, i.e., the observations not included in the bootstrap sample used for training. This 
process is repeated over many bootstrap samples and the optimal RF is based on evaluating 
performance across all the OOB samples. This process reduces the likelihood of overfitting as 
the model is optimized based on OOB data and not the training data [8]. The VIM is 
calculated as the difference of an error metric before and after random variable permutation.  
Variables that result in greater error due to permutation have higher VIMs and are 
considered more important for prediction purposes. While methods do exist for interpreting 
the VIM, there is no gold standard method for determining the threshold that best 
differentiates between noise and functional variables. The random nature of the algorithm 
can result in variables with high VIMs in one run and low VIMs in another with only a 
different random seed.  To address this, we combine recurrency and a threshold 
optimization procedure, as described below and illustrated in Supp. Figure 1: 

1. Permutation-based importance score: Unscaled permutation is used based on previous 
studies that found this VIM estimation method to be the most reliable [9]. 

2. Estimate of null variance: Assuming that the smallest VIM is negative, the absolute value 
of the difference between the smallest VIM and zero should be a reliable estimate of VIM 
variance in null data, as variables with no effect should be symmetrically and randomly 
distributed around zero [10].  Variables with VIMs greater than the estimated null 
variance are less likely to be noise variables.  In preliminary analyses, we observed that 
this estimate may be too conservative or liberal for data with different effect types.  
Therefore, we use the distribution of VIMs to guide threshold selection for this analysis 
[7]. 

3. Recurrency: Due to the randomness of RF, variables that are deemed important in one 
run may be declared not important in a second run having only a different random 
number seed. Variables with relatively high VIMs across many runs are more likely to be 
true signals. The reasoning here is that stronger predictors will have a higher probability 



 

 

 

of being in a top VIM list, and this rate of recurrency for a predictor is an estimate of this 
probability. For this analysis, we run RF five times for each of the 100 simulated datasets 
to assess false positive and true positive selection at various thresholds.  We calculate 
relative importance score (RIS), which is the VIM divided by the variance estimate.  This 
allows us to compare VIMs across the five runs, and it allows us to select a more 
appropriate threshold based on the RIS distribution that results from the five runs. We 
use the median or minimum of the RIS values from the five runs as a “recurrency-
corrected” metric.  For summarization purposes, we report the median value of this 
metric for all 100 datasets from each simulation model, unless stated otherwise 

2.2.  Data Simulation 

A previous study has assessed r2VIM using simulated data with only main effects [7].  r2VIM 
performed comparably to linear regression in terms of power and false positive rate. Our 
study specifically addresses the performance of r2VIM in the presence of interactions with 
no main effects.  

     We simulated data sets using genomeSIMLA [11], [12]. We simulated four different types of 
models, which had either 100 or 1000 total SNPs, with and without correlation between the SNPs 
(i.e. linkage disequilibrium, or LD). For each model, 100 data set replicates were generated. The 
genetic effect for the four models consists of two SNPs with an interaction effect and no marginal 
effects.  This genetic effect was used to generate data sets with a penetrance table. This table 
provides the probability of being a case for each of the nine genotype combinations. The model 
was generated using the simpen algorithm in genomeSIMLA. The minor allele frequency for both 
SNPs is 0.4. The target heritability and odds ratio of the effect model are 0.10 and 2.0, 
respectively. The marginal effects for the genotypes at each locus are all very close to 0. The 
penetrance values for the genetic models are shown in Supp. Table 1. The outcome is binary 
(case/control status) with 250 cases/250 controls in the 100 SNP data and 500 cases/500 controls 
in the 1000 SNP data.  Datasets that included LD were generated using forward time population 

Table 1.  RF parameters for each of the simulated 
data analyses 

Model RF Parameter Values 
100 SNPs  
(no LD and LD) 

mtry = 20, 40 
ntree = 200, 600 
nodesize = 10 
 

1000 SNPs 
(no LD and LD) 

mtry = 300, 400 
ntree = 2000, 6000 
nodesize = 100 
 
 



 

 

 

simulation, as previously described [11]. LD models were selected that had moderate correlation 
overall, but virtually no correlation between the two functional SNPs.  LD plots showing these 
correlation patterns are shown in Supp. Figure 2. 

3.  Results 

3.1.  Simulated Data 

We ran r2VIM on the four simulation models specifying five runs of RF per simulated dataset 
and obtaining the RIS scores for each run and the median and minimum RIS for all five runs 
for each dataset. We report the median value of the median or minimum RIS for the 100 
datasets. We also calculated the detection power (or rate), which is defined as the number of 
times in the 100 datasets that the median RIS or minimum RIS exceeded a set threshold.  We 
ran RF with different combinations of variable subset sizes (mtry) and number of trees 
(ntree), as these have the largest effect on performance. The minimum number of samples 
allowed in a terminal node, called terminal node size (nodesize), is also important, and 

varied across models according to sample size. Table 1 shows the RF parameter values 
applied.  Other parameter settings were consistent across runs. We ran univariate logistic 
regression for comparison. 

Fig. 1. Results for univariate logistic regression analysis of 100 SNP data 
with no LD.  The top plot shows the median –log10 (p-value) for each 
SNP across 100 dataset replicates. The bottom two plots show the 
number of times out of 100 datasets that the p-value was smaller than 
the specified significance threshold for each SNP. Functional SNPs 75 
and 76 are shown in red. 



 

 

 

Figure 1 shows the results for the logistic regression analysis on the 100 datasets for the 100 
SNP data with no LD. We report the median p-value for each SNP across all datasets. As 
expected, the lack of marginal effects in the simulated model results in virtually no power, even at 
very liberal selection thresholds. Even if an exhaustive search for all possible two-way interactions 
was performed, the multiple testing correction would hinder the identification of most true models. 
Moreover, an ideal analysis would recode the SNPs genotypically, which doubles the number of 
variables and makes the correction even more stringent. 

The results for the 100 SNP data with no LD for the r2VIM analysis are shown in Figure 2. 
The r2VIM analyses took ~13 seconds per dataset to complete. The median RIS for the analysis 
with mtry=40 and ntree=600 is shown. Results for all parameter settings can be found in Supp. 
Figures 3-8. The functional SNPs (75 and 76) are highlighted in red. Note that the positions here 
are not relevant as all of the SNPs were simulated to be independent. Again, RIS is calculated as 
raw VIM / variance estimate for that dataset. This allows us to compare importance scores across 
datasets.  

Fig. 2. Results for r2VIM analysis of datasets with 100 SNPs and no LD for 
mtry=40 and ntree=600. The top plot shows the median RIS for each SNP across 
100 dataset replicates. The bottom plots show the number of times out of 100 
replicates that the median RIS was smaller than the specified significance 
threshold for each SNP. Functional SNPs 75 and 76 are shown in red. 

          



 

 

 

We show the number of times each variable was selected at four different selection threshold 
levels. The thresholds (0, 0.3, 0.5, and 1) were chosen based on the distribution of median RIS 
values. The results suggest that the median of RIS values produces less false positives than the 
minimum RIS in this data (Supp. Figures 3, 4, 6, and 7).  For this genetic model, a factor threshold 
of 0.3 optimizes both detection power and false positive rate when applied to the median RIS.  

Next, we assessed the effect of LD on r2VIM performance.  LD is an important characteristic 
of genetic data that can have a large effect on power and false positive rate [13]. Figure 3 shows 
the distribution of median RIS values for all 100 datasets with moderate LD. The functional SNP 
positions for these simulations (4 and 26) are relevant, as they were selected to be nearly 
uncorrelated. The detection power thresholds are higher here, as the RIS scores were much higher 
than those for the data with no LD. 

Interestingly, LD increases detection power and the RIS scale for the functional and non-
functional SNPs. VIM inflation with variable correlation has been observed before in RF [9]. This 
feature should be considered when performing SNP filtering based on pairwise LD measures.  Of 
note, LD results in higher detection rates for functional and non-functional SNPs due to inflated 
RIS values and could result in more false positives. However, for this small number of SNPs, 
many of the nearby non-functional SNPs are in high LD with at least one of the functional SNPs 
and are not true “false positives” but instead are the result of RF detecting association of a 
“chromosomal region” with the trait.  

  

Fig. 3. Results for r2VIM analysis of datasets with 100 SNPs and LD for mtry=40 
and ntree=600. The top plot shows the median RIS for each SNP across 100 
dataset replicates. The bottom plots show the number of times out of 100 
replicates that the median RIS was smaller than the specified significance 
threshold for each SNP. Functional SNPs 4 and 26 are shown in red. 



 

 

 

To determine the effect of added noise, we simulated data sets with 1000 SNPs (998 non-
functional and 2 functional). Each analysis took ~40 seconds per dataset to complete. This is still 
not near the scale of a typical GWAS analysis; however, it is impractical to run r2VIM on 100 
GWAS-sized datasets many times.  Figures 4 and 5 show the results for the 1000 SNP analyses 
without and with LD, respectively.  When no LD was present, detection power was lower than the 
100 SNP data for the RIS thresholds shown; however, the median RIS values still differentiate 
between the non-functional and functional SNPs. With LD, we observe the same increase in RIS 
values and detection power for all SNPs. This is even more pronounced in the 1000 SNP data. 

Also, the detection power was higher with a larger ntree (Supp. Figures 9-12). This emphasizes 
the importance of using the correct parameter settings and selection criteria for data with a high 
noise to signal ratio.  

 

Fig. 4. Results for r2VIM analysis of datasets with 1000 SNPs and no LD for mtry=400 
and ntree=6,000. The top plot shows the median RIS for each SNP across 100 dataset 
replicates. The bottom plots show the number of times out of 100 replicates that the 
median RIS was smaller than the specified significance threshold for each SNP. 
Functional SNPs 657 and 844 are shown in red. 

          



 

 

 

    
     Recurrency requires more computational resources than a single-run RF analysis, so we 
assessed the level of performance gain due to recurrency by comparing false positive detection at 
the RIS threshold of 0.3 for all models (Figure 6). To compare 100 SNP data with 1000 SNP data 
we divided the number of FPs selected by the total variable count. For the five single runs and the 
recurrency-corrected runs (median and minimum), both functional SNPs were identified at this 
threshold. For a single data set, the minimum RIS value reduces false positive selection over all 
other RIS values.  This is in contrast to the summary data analyses where the median RIS value 
appeared to be optimal (Supp. Figures 2-11). This could be a factor of the summarization itself, as 
this essentially adds another layer of recurrency to the results. In applied analyses, it will be 
important to plot both the minimum and median RIS values to assess the distributions of each. 

4.  Discussion 

One of the biggest hurdles in performing a successful analysis of high-throughput data is 
selecting variables least likely to be noise. The most commonly used methods thus far often 

Fig. 5. Results for r2VIM analysis of datasets with 1000 SNPs and LD for mtry=400 and 
ntree=6,000. The top plot shows the median RIS for each SNP across 100 dataset replicates. 
The bottom plots show the number of times out of 100 replicates that the median RIS was 
smaller than the specified significance threshold for each SNP.  The functional SNPs 336 and 
903 are shown in red. 



 

 

 

take the results from a univariate analysis to identify predictor variables with some level of 
marginal effects. This would not be appropriate if interaction effects exist with little or no 
marginal effects. Our method addresses this by performing relatively fast variable selection 
that can identify interaction effects when marginal effects are virtually nonexistent.  

Importantly, there are limitations to this method. For example, RF does not allow for any 
missing data.  Missingness is very common in high-throughput data; therefore procedures such as 
imputation or complete removal of variables with missing data are required to run RF. 
Additionally, this paper only tests data sets with a binary (case/control) outcome using 
classification trees. A quantitative outcome would require regression trees, and more testing needs 
to be done to determine how this affects performance. Although this method supplies a more 
regimented procedure for RF threshold selection, it is still highly dependent on many factors. For 
example, the minimum RIS was optimal for certain analyses, while the median was preferable for 
others. Currently, RF variable selection requires exploring various aspects of the results to 
determine the best selection method. Finally, sequence data is becoming increasingly available for 
research. To this end, it will be necessary to optimize r2VIM for rare variant detection, as well as 
quantitative high-throughput data, such as RNA sequence levels. 

For a fair comparison to other methods, tools designed for interaction identification should be 
assessed on the same data. However, this is not a trivial task. An exhaustive interaction analysis 

Fig. 6. False positives selected at an RIS threshold of 0.3 for a single dataset 
for each of the simulation models. The number shown is the number of FPs 
selected divided by the total number of variables in dataset for comparison 
purposes. 



 

 

 

using a regression model is also underpowered to identify highly epistatic models if the SNPs are 
coded in an allelic, or additive, manner as they were for the RF analysis. To quickly illustrate this, 
we tested the correct SNP pair and nine random SNP pairs using logistic regression (y=snp1 + 
snp2 + snp1*snp2) in a 100 SNP / no LD simulated dataset. The true model interaction term had a 
p-value of 0.24, which is not borderline significant even before multiple testing correction. 
Additionally, three of the nine random SNP pair analyses had interaction p-values lower than the 
correct model.  The logistic regression model would have more power to find the interactions if 
they are coded in a genotypic manner due to the simulation design.  However, this encoding would 
require doubling the number of variables that need to be exhaustively tested.  RF, on the other 
hand, often identifies the model without re-coding the SNPs. Further tests will involve recoding 
the SNPs genotypically and testing in RF, logistic regression, and other methods. 

The impact of adding variables with main effects to the interaction model must also be 
assessed, as biological data is likely to include many different types of effects. Future work will 
involve simulating different effect types to assess the impact on RIS distribution and detection 
power. 

After variable selection, the next step is to model the subset for interpretation and prediction 
purposes. This requires a method robust to interaction and marginal effects. Machine learning 
methods are also an attractive candidate for this step [14], [15]. It will be important to recode the 
data so that genotypic effects can be seen, especially for possible interactions. This could also be 
done at the selection step; however, as it doubles the number of variables in the dataset, it is not an 
ideal procedure in data with already high levels of noise. Fortunately, r2VIM appears to be able to 
identify non-additive interaction effects even with the standard additive encoding. After selection, 
however, it is more computationally feasible to recode the subset of candidate SNPs to generate 
more informative prediction models. It is also useful to note that the two methods proposed here 
(noise detection by removal of SNPs with negative variable importance measures and recurrency), 
could be used with many other machine learning schemes, such as neural nets, boosting and 
support vector machines. 

The ultimate goal of r2VIM is to provide a tool that can perform powerful selection while 
taking into account main and interaction effects. Non-linear interactions are especially difficult to 
identify unless specific tools robust to these effects are used. Our results suggest that using proper 
threshold selection procedures, RF can identify these types of effects even in the extreme situation 
of virtually no marginal effects.  
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