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ABSTRACT

The Question Answering System can be divided into four
components as Question Analysis, Document Retrieval, Answer
Extraction and Answer Generation. And because of the
requirement of the Complex Cross-Lingual Question Answer-
ing(CCLQA) task the first three parts are necessary. In question
Analysis we use the templates and rules to classify the questions
and acquire the keywords. In Document Retrieval part Lucene
was used as the search engine. And in Answer Extraction, the
retrieved documents are divided into sentences. We use the
keywords matching to find the candidate sentences. For different
types of questions particular strategy are attempt to extract the
answers. Some questions are returned good answers, while some
questions’ results are not satisfied. We try to analyze the results to
find the success and the mistake reasons.

1. INTRODUCTION

The Question Answering System can be divided into four
components as Question Analyzsis, Document Retrieval, Answer
Extraction and Answer Generation. And because the CCLQA task
requires that the answers returned by the system must be the
phrases or sentences that can be find in the corpus, the Answer
Generation part is not necessary. Our question answering system
APQA only contains Question Analysis, Document Retrieval and
Answer Extraction. We use the rule and statistical methods. The
multi-level Retrieval and Information Extraction are introduced.

There are totally 100 questions that belong to nine types:
DEFINITION, BIOGRAPHY, RELATIONSHIP, EVENT, WHY,
PERSON, ORGANIZATION, LOCATION, and DATE [8]. In the
process of Question Analysis the types of the questions should be
confirmed. For different types of questions the follow-up processe
s are different. Then the key words of the questions are extracted.
The next part is Document Retrieval. In this part the search
queries are created depending on the types of questions and the
key words. Based on the query The documents are returned by the
search engine. In the Answer Extraction process, the returned
documents are divided into sentences, form which the keywords
matching is used to select the candidate sentences. There are
particular strategies to confirm the answers for each type of
questions. At last the answers are scored.

In the remaining document, section 2 describes the APQA system.
Section 3 disscusses the evaluation results of our system. Section
4 is the future works. And conclusion is in section 5.
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2. System

There are three components in the APQA system, which are
Answer Analysis, Document Retrieval and Answer Extraction. In
Answer Analysis, The question type is confirmed by the rules.
And the keywords are extracted by using different templates from
different types of questions. In Document Retrieval, Lucene is the
base search engine. And there are different types of search queries
for different types of question. In Answer Extraction, because
each type of question has its particular interest information, there
are also different extraction strategies for them.

2.1  Question Analysis

There are two main task of question analysis. The first is question
classification. For different types of questions the following
processing is significant different. The second is getting the
keywords for all types of questions. The type and keywords guide
the following Document Retrieval and Answer Extraction
processes.

2.1.1 Question classification

For the questions classification the rule based classifying is used.
There are 9 types of questions. Five types are complex questions
including DEFINITION, BIOGRAPHY, RELATIONSHIP,
EVENT, and WHY; and four types are factoid questions including
PERSON, ORGANIZATION, LOCATION, and DATE [8]. All
of the nine type of questions have the particular features to
distinguish their types, for example the Why questions are
beginning with “Why” most of time. We draft the rules to
determine the types based on these features. Table 1 describes the
rules in details.

Table 1. The classification rules

Question type Rules

DEFINITION 1 The question contains 14 & / &4
/TR /AT /7€ X

2 The question has one objective.

BIOGRAPHY 1 The question contains “¥ff”.
2 the main clause of question contains
person’s name.

RELATIONSHIP | The question contains “3% %&”

EVENT The question contains “Z§H / 51|12 / Fiff/
=1 £2)
Al

WHY The question contains “ A4 / N / {7
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PERSON, 1 The question contains “¥f”.

2 the main clause of question does not
contains person’s name.

ORGANIZATION, | The hypernyms of the word after the

interrogative includes “ZH43”.

LOCATION The question contains the word “M B / fif

P,

DATE The question contains the word “I % / i
TN et s S S A E

And if the question does not match all the conditions the question
is classified into Event.

2.2.2 The key words

Almost all the questions just have one simple sentence. It is
suitable to extract the keywords by template. For the nine types of
questions we construct several templates to get the key words
from them.

For example the templates of DEFINITION questions:
“ff2 & <Object>"

“<Object> /& 114”7
“<Object> B & X =& 4.

Another example some templates of WHY question:
“NH4 <Object1> # / 4% / fE <Action> <Object>""
“NH4 <Object]> % / 23 / fiE <Action>".

A template for RELATIONSHIP question :
"<Objiet1> Fl <Object2> &4 I &R".

Templates for EVENT:

"%1|% <Event> ] <Attribute>".

"41]2& <Event> [¥] <Impact>".

Templates for BIOGRAPHY question:

"<Name> A& H#E".

"I & <Name>".

For some questions such as some Event questions, some Date
Questions and some Organization questions all the substantive are
also important part of the keys.

2.2. Retrieval

In the Retrieval part the search engine is Lucene. After Question
Analysis we get the question types and the keywords. We
construct the queries for different types of questions.

2.2.1 Keywords expansion

It is impossible that all the key words we get from the questions
appear in the documents in the same form. In order to cover all the
situations the key words are expanded .

For Name Entities we expand them by the encyclopedia to get the
entire aliases. And we construct a geography shortened form list
to find the geography nouns. For the verbs and common nouns we
get the synonyms from the hownet [12].

2.2.3 Query Generation

In this part we will describe the queries for each type of question.
The DEFINITION and BIOGRAPHY questions have the same
type of query that only contains the keyword and the alias
expanded from the encyclopedia. For DEFINITION question the
keyword is the object. And for BIOGRAPHY question the
keyword is the name. For example “ i & f4F - il i J& 2, the
name “*EHF-1d 4 JE and the alias “PR R KE - R W -t B>
compose the query, "HAF- W BTB || IR/R TR AT BTl - Jg .

The RELATIONSHIP question contains two objects. The query is
made by the objects and their aliases. The question, " [ J& & 4 F
FA-Fi FHHI2R 22" the two objects are "L H & JE" and "A-$i7
F1". The object "A<-$H7F}" has the aliases "% 5", "5 f}" and "
A-$ip %" ete. The query is "B SIRIE && (A-Hift || BiE L))
B | AR

For the EVENT question and WHY question the nouns, verbs and

their synonyms also the name entities and their aliases are
included by the query.

The rest questions are factoid questions: DATE, LOCATION,
PERSON and ORGANIZATION. First the words that show the
type informnation of the question are removed. For the DATE
question the words are “H {5 >, “H[f]” and “ HH#i” etc. For the
LOCATION question the words are “WJf B2, “fi7 T and “f£”. For
the ORGA-ZNATIION question the hypernyms of the words after
the interrogative includes “#H 23 ”. Then the nouns, verbs and
name entities are expanded to construct the queries.

2.2.3 Document ranking

Although the returned documents are ranked by the search engine,
the re-rank is necessary for question answering. We use the
document-question nouns relevance, paragraph-question nouns
relevance and sentence-question similarity to rank the retrieval
documents.

The document-question relevance and paragraph-question
relevance are measured by the proportion of keywords and their
expansions in the documents and paragraphs. (Equation 2.1)

. LRnum
Allnum

Re is the relevance between the question and a document or a
paragraph. Rnum is the number that the keywords and their
expansions appear in the document or paragraph. Allnum is the
number of the document or paragraph words. The bigger Re the
more relevance is.

@.1)

The similarity between sentences and questions is measured by
the edit distance[13]. (Equation 2.2)

Fd
Qlen

The Sim is the similarity. Ed is the edit distance between the
question and the sentence. Qlen is the length of the questions. The
smaller the Sim the more similarity is.

St = (2.2)

And the weights of the three similarities are different. The
sentence similarity and paragraph similarity is more important.
(Equation 2.3)

Rs=aRed+ fRep—ySimm (2.3)
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The Rs is the rank score of the document. The Red is the
document-question relevance and the Rep is the biggest value of
the paragraph-question relevancies in a document. The Simm is

the minimum of all the sentence-question similarities. O, [3 and

¥ is coefficientand & < B < ¥ .
2.3 Answer extraction

First we orient the candidate sentences form the documents. There
are two standards. First is the matching of key words and their
expansions. The second is the similarity between the question and
sentence. The next step is selecting the answers from the
candidate sentences.

Different types of question focus on distinctness information. We
should develop strategies for each type of question. The
DEFINITION and BIOGRAPHY questions need the mainly brief
information to a person or a concept. The knowledge from the
encyclopedia is an important reference. Based on the concept and
introduction form the encyclopedia we choose the answers form
the candidate sentences. Compareing the sentences in the
document and the sentences in the encyclopedia we select several
most similarity sentences as answers.

The DATE question wants to know the date when an event
happened. First we find the event by keywords and syntactic
analysis. Second the words that indicate the date are selected. The
chareters "4E"," A " and " H " indicate the date information.
Similarly for other factoid questions the features that describe the
demanded information are important. For example the word “{i/
T indicate a location information. For RELATIONSHIP and
EVENT questions we use the keywords matching to select the
answers. WHY question is the most difficult question. It wants to
know the reasons of an event but event itself. We find the answers
surround the sentences that indicate the event. And the words
indicate reason such as "[RKA", "JRE ", "ArLL" and " AT " etc.
are important sign to the answers.

3. Result

From the Official per-topic F-score definition based on nugget
pyramid method we can find there are three points, the length of
the answers, and the precision of matched nuggets and the recall
of the nuggets.

And in the NTCIR-8 ACLIA, C value depends on the question
type (see Table 2, column Avg Char Length). For the factoid
questions the number of nuggets is just little more than 1. And the
average length of the nuggets is less than 10 charaters. It means
that we should find one answer for each factoid question, which
is usually a phrase. For the complex questions almost the numbers
of nuggets is from 4 to 7. And the length of the nuggets is from 20
to 30 charaters. The answers are sentence level. For this point we
should cover all the nuggets and avert introducing the not relevant
contents.

Let
r sum of weights over matched nuggets
R sum of weights over all nuggets
A i # of nuggets matched in SRs by
human
L total character-length of SRs
C character allowance per match
allowanc Aonean X C
e
Then
p
recall =—
R
1 it L < allowance
precision =4 allowance .
N r— otherwise
I
FB) - (8° +1)x precision x recall
B* x precision + recall

Figure 1 Official per-topic F-score definition
Based on nugget pyramid method. [10]

Table 2 Macro-average nugget statistics over topics in CS [8]

type Avg Avg Char Avg
Nuggets Length Weight

DEFINITION 4.1 24.9 0.5

BIOGRAPHY 6.5 18.3 0.34
RELATIONSHIP 4.7 30.6 0.42
EVENT 6.0 24.1 0.44
WHY 4.0 29.8 0.48
PERSON, 1.0 3.4 0.93
ORGANIZATION, | 1.0 9.6 0.87
LOCATION 1.2 9.6 0.97
DATE 1.4 4.7 0.87

3.1 The average length of answers

There two kinds of nuggets. For the complex questions
(DEFINITION, BIOGRAPHY, RELATIONSHIP, EVENT, and
WHY) the nuggets are sentence level. And for factoid questions
(PERSON, ORGANIZATION, LOCATION, and DATE) the
nuggets are phrase level. Unfortunately our answers are all the
sentences in the document (see Table 3). It seems too long for the
nuggets especially for the nuggets of factoid questions.

Table 3 the average length of answers

type Average length of answers
DEFINITION 57.76
BIOGRAPHY 53.68
RELATIONSHIP 46.46
EVENT 59.26
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WHY 158.19
PERSON, 63.82
ORGANIZATION, 69.34
LOCATION 57.73
DATE 54.72

We can find that the length of answers for the complex questions
is twice to the length of nuggets. And the answers for factoid
questions in the sentence level are too much exceeded. This is a
serious error. We should extract more accurate information for the
factoid questions.

3.2 The recall of matched nuggets

Compare with the results and nuggets we find that for the
complex questions some of the results do not cover all the nuggets.
But more than a half results cover all the nuggets.

Table 4 the precision and recall for complex questions

recall precision

Complex questions | 64.5% 29.1%

The mainly related work with the recall of nuggets is Document
Retrieval. The complex questions contain several nuggets. Some
of the nuggets appear in many documents and some of them only
appear in fewness documents. This kind of disequilibrium debases
the recall.

3.3 The precision of matched nuggets

The mainly related work with the precision of nuggets is Answer
Extraction. There is a lot of information that relates to the
questions besides the correct answers. Some of them are even

ambivalent. To find the answers from the anfractuosities is a
difficult work.

4. Discussion

We find there are some differences between the answers that we
submit and the evaluated result returned by the organizer. The
returned result is IR4QA version but recognized as the CCLQA
result. The CCLQA version is not evaluated. There are about half
questions are different. And most of them have very low account
even some are zero.

And the less of deep information extraction for the factoid
questions is a critical error. This two points make APQA’s
performance doesn’t satisfactoriness.

There are two key points of question answering system. First is
the document retrieval. It should cover all the nuggets in the

limited documents. The second is that the information extraction
finding the correct answers in all the related information.

In feature work, we should pay more attention on the two points.

5. Conclusion

This paper introduced the APQA System for CCLQA task. The
three parts of the System are Question Analysis, Document
Retrieval and Answer Extraction. The Question Analysis extracts
the keywords of questions and confirms the types of the questions.
Because of the particular interesting of information for different
quotations there are different strategies in Document Retrieval and
Answer Extraction.
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