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Abstract— This paper describes the results submitted by Laval University to the TREC 2016 Dynamic Domain track. We submitted 
five runs. For this year we decided to focus around Named Entities to interpret the subtopics. Named Entities are one of the two types 
of queries we identified in this challenge, the other being queries about concepts. We describe in this paper our experiments to 
determine if targeting this type of query with a specific pipeline can lead to a global improvement of the system by taking into account 
the specificity of the queries. 
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I. INTRODUCTION 

The Dynamic Domain track challenge [12] consists of retrieving information (IR) for a specific domain (such as Ebola or 

Polar scientific documents) through a dynamic process that takes into account feedback from a simulated user. The aim of this 
challenge is to return a diversified set of documents that both explores the full range of topics within the domain and researches 
in greater depth topics the user shows interest in. 
 For this year’s competition, we submitted 5 runs that use different parameters and different pipelines. The main pipeline we 
investigated focuses on named entities. We extended the dynamic search pipeline we described in our previous work [6] by 
taking advantage of Named Entities at multiple stages of the dynamic search. Our idea is that an improvement on a specific type 
of query can have an impact on the whole system. Indeed, queries that contain one or more named entities are frequent in the 
TREC 15 and TREC 16 dataset. We could divide the dynamic search problem in queries that are either concept-oriented or 
entity-oriented.  
 We compared this pipeline with our system from TREC 15 [6]. We also compared different similarity configurations, like 
BM25 and TF-IDF, and we will show that these parameters have a huge impact on the performance of the system.  
  

II. RELATED WORK 

Dynamic Domain is a new domain and different approaches have been tested during the first TREC Dynamic Domain track. 
The spectrum of approaches is broad, ranging from Partially Observable Markov Decision Process (POMDP) [11] to re-ranking 
of documents by similarity with user feedback [11, 9]. As part of our previous participation, our team [6] experimented with 
techniques like clustering [3] and topic modeling [1] to inject diversification in the information retrieval process. These 
techniques had some success in the Judged-only task that contained documents assigned to at least one topic. However, for the 
main task where the collection contains documents that are not associated to any topics, the results we obtained were lesser due 
to the noise of un-judged documents. In these conditions, it becomes more difficult to effectively model the topics that are 
relevant to the interests of the user. That is why we decided this year to focus on information extraction and noise reduction. 

Information extraction has an important role in natural language processing, most of the techniques [5] trying to take 
advantage of Named Entity Recognition (NER) and Relation Extraction (RE). This information helps to find keywords and 
keyphrases that can help to find relevant words. The extraction of keyphrases has also been studied [4] and usually takes 
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advantage of information extraction and topic modeling to rank the most diversified and relevant phrases to cover the document 
entirely. These techniques remind us that one important aspect of the Dynamic Domain task is to interpret information from the 
user feedback, which is a textual passage taken from the document and returned by the system. During our TREC experiments of 
last year [6] we showed that our system pipeline was able to take advantage of named entity recognition on the text passages to 
expand our query and find new relevant documents. 

 
In order to fully take advantage of information extraction algorithms, there is a need to clean our dataset to remove noise that 

can lead to poor data mining performances [13]. We pre-process the dataset to extract the relevant article text from webpages and 
remove the noise around the article introduced by page footers, menus and news sections. This pre-processing step was 
performed using the BoilerPipe library [7]. 

 
 

III. GLOBAL VIEW OF THE SYSTEM 
 
The system is composed of two phases: the information retrieval process and the feedback processing. The first one occurs 

during the initial phase and for each turn until the systems decide to stop. The feedback processing occurs after the initial search 
phase has occurred and when the user provides his feedback about the first results returned by the system. These phases are 
illustrated in Figure 1.  

A. Initial Search Phase & Information Retrieval Process 
The first phase consists of a retrieval process to obtain an initial set of documents based on the user’s original query. In our 

experiments, the retrieval process makes use of the popular Solr search engine to retrieve a set of n documents from the dataset. 
We retain five documents from the original query. A classic IR system like Solr can retrieve the top documents by keywords, but 
it does not provide the mechanisms to diversify the results as needed by the Dynamic Domain challenge. For this, it is necessary 
to discover topics present within the result set and to return one representative document per topic. We experimented with two 
algorithms for this purpose: we used K-means clustering to discover clusters of documents within the search results [10], and an 
implementation of Latent Dirichlet Allocation (LDA) algorithm [1] for topic modelling. The models provided by these additional 
algorithms allow us to re-rank the documents and select the five best results to return to the user. 

B. Simulated User’s feedback 
The second phase of the dynamic retrieval process takes into account the user’s feedback about the five documents submitted 

to him/her. This feedback consists of a highlighted passage from each relevant document returned by the system. If the document 
is relevant to multiple subtopics, then we have a passage for each subtopic with a rating between 1 and 4. 

We use a NER algorithm on the highlighted passage to extract information to be added to the initial query. With this new 
query, we proceed with the same information retrieval process as we did in the initial search phase. 
 

 
Fig. 1.  Global System Overview 

C. Stopping Criteria 
As illustrated in Figure 1, phase 2 of our system is a loop and the system has to determine when to halt the search and break 

out of this loop. This should happen at the point when an additional iteration will no longer yield useful refinements of the search 
results. We used a hard-coded limit of two iterations, which means that the system will only consider once the user’s feedback 
once. This decision is motivated by the empirical realization that we were not able, during our experiments, to acquire additional 
information to stabilize or improve the value of the CubeTest after two iterations. 
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IV. INFORMATION RETRIEVAL PROCESS 
Hence retrieval occurs during two steps of our dynamic search process. The first time is during the initial search phase, which 

we discussed previously, where it must generate an initial set of five documents based on the original query. It occurs again at 
every iteration of the dynamic refinement phase of the system to obtain a new set of documents using the expanded query. The 
choice of IR process has an impact on the performance of our entire system, since the Cube Test (CT) and µ-ERR metrics used to 
evaluate the task penalize sessions with irrelevant documents as a waste of user’s time. 

A. Solr and Similarity Measures 
We used the Solr search engine as a baseline to evaluate our IR configurations. We tested two different similarity measures 

to find documents, default similarity (TFIDF) and BM25, and compared the results we obtained with those. We used them to 
retrieve documents given a query, either the user’s original query or the expanded queries reformulated by our dynamic 
refinement stage. The top five documents returned are kept as Solr recommendations, the five most relevant documents given 
the query. Meanwhile, the top n documents returned by Solr are used as a corpus to build models using LDA or K-Means 
algorithms, where n is determined at the beginning of the run.  

 
Fig. 2.  TF-IDF and BM25 comparison on Ebola dataset 

 
 We present in Fig. 2 our comparison of the results obtained with BM25 and TF-IDF (which is the default similarity in Solr). 
We can see that the choice of similarity measure can have a huge impact on the results. In future works, we plan on comparing 
these measures with the language model which has been used by other participants during the last year’s competition [9]. A 
language model is also the default similarity in other search engines like Indri, so this is a promising alternative to explore. 

 

B. Latent Dirichlet Allocation (LDA) 
LDA is an algorithm that takes as input a collection of documents and discovers the groupings of topics it implies. Topics 

are represented as probability distributions over words contained in the documents. In our system, LDA is responsible of 
discovering five different topic groups from the top n documents (with n between 20 and 200) returned by Solr for a specific 
query. Next, the system builds five expanded queries, one for each of the five topic groups, by adding the five most probable 
words of each topic distribution to the current query. It then runs a new Solr search with each of the five new queries, and 
keeps the top document of each search to form the set of five LDA recommendations. 

C. K-Means 
K-Means is a clustering algorithm that builds clusters around centroids. In our system, we use this algorithm to create five 

clusters of documents from a list of 200 documents returned by Solr. To build the clusters, we make TFIDF vectors to 
represent the documents and of a cosine distance to estimate their similarity. The system keeps the document closest to each 
cluster centroid to create the set of five K-means recommendations. 
 

V. NAMED ENTITY FOCUSED PIPELINE 
 

The main difficulty with topic modeling and clustering is the topics of interest are sometimes buried in noise. For example, a 
query about a person can return a document containing a few sentences related to the person and a lot of irrelevant content. If we 
consider the whole document to be relevant during our model construction, the extra text not related to the user’s interests will 
lead to a noisy or bad model. 

To solve this issue, we apply a sentence segmentation algorithm to each document and keep only the sentences where at least 
some of the topic words appear. In the future, we plan on keeping neighboring sentences as well, to add a notion of context to 
our model, and see how it impacts the system. 
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Fig. 3.  Impact of selection of sentences with part of the query 
 

 We tested this pipeline on the Ebola dataset and our results are presented in Figure 3. We did not make any distinction 
between concept-oriented or entity-oriented queries during our experiments, but our results indicate that this pipeline has a 
positive impact for the CubeTest metric. However, we can see that the average CubeTest remains the same. We intend to test this 
specific pipeline solely on entity-oriented queries in future work and process concept-oriented queries with a different pipeline. 

VI. DESCRIPTIONS OF THE SYSTEMS SUBMITTED 

A. Data 
The dataset proposed for this competition is separated in two domains. 

1) Ebola 
The Ebola dataset is related to the Ebola outbreak in 2014-2015, it contains 194,481 web pages. 

2) Polar 
The polar dataset contains 244,536 files. 

B. Data Pre-Processing 
We used BoilerPipe to extract articles from webpages in order to focus on the real content and to remove the noise found on 

web pages like frames, page footers, menu, sign-in forms, etc.  
We also used Solr built-in filters with Porter stemming. 

C. Systems 
Our five systems are based on a similar pipeline which uses NLTK Named Entity Recognition (NER) algorithms to extract 

named entities from the text passage highlighted by the simulated user. These words are then added to the query to retrieve 
documents and run our algorithms over these documents. 

We can separate the systems into two different categories: 
- A baseline system that only uses the best results from the search engine 
- Systems using clustering or topic modeling to expand the queries. 

In this second category, we have three systems that use the whole document to perform the analysis and one system 
(UL_LDA_NE) that uses only sentences containing some part of the query. 
 
1) UL_BM25 
 

This is the baseline system that takes the 5 best results retrieved by Solr using the BM25 measure. 
 
2) UL_LDA_200 
 

This system take the first 200 documents retrieved by Solr with the initial query and the BM25 measure of similarity. It 
performs topic modeling with LDA to find 5 different topics. These topics are composed of words that are more likely to be part 
of each topic. We select the top n words to reformulate a query and search for documents with this query. The best document is 
added to our list. If one document appears in two lists, we take the second result from the first topic. At the end of the process, 
we obtain 5 documents, one from each topic query. 
 
 
3) UL_LDA_NE 
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This system also uses LDA and BM25 measures of similarity but only uses the top 20 documents to expand the initial query. 
We added sentence segmentation to have sentences intersecting with the initial query in order to focus topic modeling around 
content more likely to be relevant. 
 
4) UL_Kmeans 
 

This system is similar to UL_LDA_200, the only difference being the use of K-means instead of LDA to search for different 
documents. In this case, we perform clustering with K = 5 and we take the documents that are the most similar to each centroid. 
 
5) UL_LDA_Psum 

 
This system uses topic modeling in a different way. We normalize the probabilities for each document to be a part of each 

topic by the probability of each topic. Then we choose documents that cover most of the popular topics. 
 

TABLE I 
SYSTEMS COMPARISON 

ID Submission Similarity 
measure 

Clustering Topic 
modeling 

Clustering / Topic 
modeling applied 
on n documents 

Feedback 
processing 

Sentences 
segmentation 
and filtering 
 

UL_LDA_200  BM25 No Yes 200 NER	 on	 user’s	
feedback 

No 

UL_LDA_NE  BM25 No Yes 20 NER	 on	 user’s	
feedback 

Yes 

UL_BM25  BM25 No No 0 NER	 on	 user’s	
feedback 

No 

UL_Kmeans  BM25 Yes No 200 NER	 on	 user’s	
feedback 

No 

UL_LDA_Psum  BM25 No Yes 200 NER	 on	 user’s	
feedback 

No 

 
 

 
 
 
 
 
 
 

TABLE II 
SUBMISSIONS RESULTS

ID Submission ACT  CT nDCG nERRIA AVG-NDCG AVG-
nERRIA 
 

nSDCG 

UL_LDA_200 
@ 2 iterations 

0.0815 0.0995 0.2110 0.1772 0.0121 0.0096 0.0431 

UL_LDA_NE 
@ 2 iterations 

0.1092 0.1309 0.2779 0.2319 0.0192 0.0177 0.0703 

UL_BM25 @ 2 0.1031 0.1097 0.2520 0.2131 0.0098 0.0083 0.0759 
UL_Kmeans @ 
2 iterations 

0.0815 0.0803 0.1922 0.1685 0.0072 0.0064 0.0386 

UL_LDA_Psum 
@ 2 iterations 

0.0274 0.0438 0.1039 0.0750 0.0052 0.0034 0.0165 

Median @ 10	
iterations	

0.0985	 0.0801	 0.3142	 0.2778	 0.0064	 0.0054	 0.0543	

Median @ 2 
iterations 

0.1352	 0.1281	 0.3142	 0.2777	 0.0162	 0.0139	 0.0940	
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VII. TREC SUBMISSIONS RESULTS ANALYSIS 
The results reported in Table II are the scores from metrics used in TREC 16 such as CubeTest [8], ERR [2] and NDCG 

(Normalized Discounted Cumulative Gain). 
The results indicate that we are below the TREC median at iteration 2 when we stop the dynamic search process, except for 

the CubeTest of our UL_LDA_NE run. These results we present are limited by our baseline system using a BM25 measure that 
might be less accurate than those based on language models. The second limitation is that our technique (UL_LDA_NE) which 
targets mainly named entity topics is not intended to work well on queries pertaining to concepts. For instance, most queries for 
the Polar dataset are concept-oriented queries, which our system cannot handle as well.  

However, with five different systems presented for the competition, we can compare the results to see how each technique 
influences the system’s behaviour. We can see that LDA (UL_LDA_200) and K-means (UL_Kmeans) have the same impact and 
that they have a negative effect if we compare their results with the baseline. This can be explained by the fact that we used 
n=200, which means that we are working with a large number of document to update the initial query. We can see that our 
pipeline using NE recognition and only 20 documents lead to better clustering or topic modeling.  

The Psum (UL_LDA_Psum) system uses LDA to find documents that might covers multiple topics. The poor performance of 
the system suggests that a document covering multiple well-represented topics does not necessarily have relevant information 
about new topics. However, this hypothesis would need to be tested in further work.  
 

VIII. CONCLUSION AND FUTURE WORK 
In this paper, we presented a pipeline focused around named entity topics. Experimental results indicate that it works better 

than our baseline system. We can observe some improvements on the entire IR process when using this pipeline, but its impact 
on the polar domain specifically seems to be limited due to the concept-oriented nature of queries in this domain. These results 
motivate us to devise a specific pipeline for concept-oriented queries and a process to classify queries by types, with the aim of  
providing specialized processing for different types of queries. We also plan to work on these concepts by putting more emphasis 
on keyphrase extraction that could help the unsupervised system to discover the user’s interests. We also intend to devote more 
efforts to developing strategies to determine when the system should stop, since that is an important step of the automated 
process. 
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