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1 Introduction

Given the current hyper-competitive nature of the
e-commerce marketplace, coupled with razor-thin
margins, online personalization is of great interest to
e-companies. The attractiveness of online personal-
ization technologies derives from the claim by con-
sumer behaviorists that a personalized experience
leads to increased buy probabilities on the part of
e-shoppers [11].

Virtually all personalization technologies are
based on the idea of storing as much historical cus-
tomer session data as possible, and then querying
the data store as customers navigate through a web
site. The holy grail of on-line personalization is an
environment where fine-grained, detailed historical
session data can be queried based on current on-
line navigation patterns to formulate real-time re-
sponses. The problem, of course, is one of scale —
it is extremely difficult to track tens of thousands of
e-shoppers in real time, and even more difficult to ac-
cess a database online to provide real-time responses.
As a result, virtually all web-based customer inter-
action schemes use static profiling techniques, and
provide either delayed or canned responses to users.

Real-time interaction management, the focus of
our work, uses dynamic profiles to incorporate users’
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changing interests and needs over time. For exam-
ple, a user who purchases Physics textbooks for his
daughter from an online seller later returns to the
site, looking for books for himself. After a few clicks
the system should recognize that the user is not in-
terested in Physics books in his current visit, and
suppress its knowledge regarding his past behavior
and instead adjust its current responses to be in tune
with his more recent behavior.

We have developed the a system that (1) tracks
a large number of users (potentially tens of thou-
sands) in real time as they navigate through a site,
(2) performs retrievals from a large data warehouse
in real time, and (3) delivers an appropriate user
response, in real time, based on the system’s knowl-
edge of the user’s current behavior and the informa-
tion retrieved from the data warehouse. To achieve
our goals, we store three basic types of data: (1)
navigational (i.e., where users go in the site), (2)
transactional (e.g., what customers purchase), and
(3) third-party data, e.g., demographic data. This
knowledge is encoded simply as a set of rules of the
type generated by standard data mining techniques.
The foundation of this system is the eGlue Server,
the subject of this demonstration proposal.

2 Architecture

eGlue Server is a component-based system which
works with readily available web server and e-
commerce application server systems. Figure 2
shows a graphical depiction of an “end-to-end” e-
commerce system architecture, including the eGlue
Server component. A full description of the system
can be found in [16]. Perhaps the best way to de-
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Figure 1: Real-Time Personalization System Architecture

scribe the overall workings of the system is to pro-
vide an example. Consider a user U, who clicks in
an eGlue enabled e-commerce site. This causes an
HTTP request to be sent to the Web/E-commerce
Server (WES). (Note that, although the e-commerce
and web servers are actually separate components,
we describe them as a single component here for
convenience). When the WES receives an HTTP
request from U, it forwards U’s click information to
the eGlue Server (eGS) in the form of a Profile Re-
quest (HR). Upon receiving U’s click information,
the eGS performs two tasks.

1. The eGS updates U’s clickstream.

2. The eGS generates a profile. A profile is simply
a set of action-probability pairs (APPs), where
the APPs represent actions U is likely to take,
along with the corresponding probability that U
will choose the action, given his current click-
stream.

When the WES receives a profile from the eGS, it
uses the profile to generate a customized web page
for U. Precisely how the WES uses the profile to
generate a personalized web page for a user is de-
pendent on the needs of the web site.

3 The eGlue Server Components

Here, we provide an overview of the interaction of
the components of the eGS, which is the primary
focus of this demo. The Profiler consists of a set
of data structures and algorithms designed to pro-
vide profile as to users’ next actions on a site in
real time, enabling a variety of interaction manage-
ment applications, such as the delivery of customized

pages or the prefetching of high-probability content
from disk.

The Profiler consists of three components: (1) a
Clickstream Cache (CC), which stores current click-
stream information (of maximum length CSL) for
each user in the system, (2) a Profile Cache (PC),
which stores recently-used profiles, and (3) a Pro-
file Manager (PM), which generates profiles for the
WES.

To illustrate the mechanics of the profile-
generation process, we return to our user U. Con-
isder a situation where the WES has submitted a
hint request to the eGS for U’s i** click. The PM
first checks the CC to find U’s previous clickstream
(if any), and updates that to include U’s latest re-
ported action.

After determining U’s current clickstream, the
PM checks the PC for a profile matching U’s click-
stream (i.e., a profile whose RA matches the ob-
served clickstream). If such a profile is found, the
PM sends it to the WES. If, at this point, another
user, say U’', were to follow on the same path as
U, the reader can easily see that the needed profile
would be in the PC (assuming U’ follows U closely
enough that the profile has not been replaced by a
newer profile).

If a matching profile is not found in the PC, the
PM requests the information from the FastPump
Profile Warehouse (FP) (described below). After
FP returns the profile information, the PM sends it
to the WES. This profile will also now reside in the
PC until a decision is made to discard it.

The FastPump data warehouse engine, described
in detail in [8] is an extremely fast storage and re-
trieval engine. Within the context of the eGlue
server, FP serves as a profile warehouse, storing his-
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torical and navigational data in the form of rules,
and retrieving this data in response to queries.

The rules stored in FP are generated by a Third
Party Data Mining Engine. The data mining engine
takes a Session Log, i.e., clickstream and transaction
information generated by various clients clicking in
the web site, as input, and generates a set of rules as
output. Click and transaction data is added to the
session log in real time (as noted by the solid lines
in Figure 2), while the mining of the session log and
update of the Profile Warehouse takes place offline
(shown by the dotted lines in Figure 2).

4 eGlue Demonstration

We demonstrate our system by showing an eGlue-
enabled e-commerce site. This demo has two ob-
jectives: (A) to demonstrate the workings of eGlue
software, with special emphasis on scalability, and
(B) to demonstrate the importance of the underly-
ing database, i.e., FastPump, which was specifically
designed for eGlue (as opposed to using a commer-
cial data warehousing system, e.g., Oracle).

In the demo, we introduce two types of visitors
concurrently into an e-commerce site: real (i.e., fore-
ground) visitors and simulated (i.e., background)
visitors. These visitors will navigate the demo cata-
log of the e-commerce site.

For foreground visitors, the demo will show vari-
ous personalization features of the eGlue Server, e.g.,
ad targeting. The demo will allow the demonstrator
to control the behavior of a foreground user, i.e., to
“become” the visitor. Here, the demonstrator will be
able to choose the visitor’s navigation through the
site, and see the eGlue profiles generated for each
click, as well as the page generated in response to
that click. The purpose of adding simulated back-
ground users is to show the scalability of the system.
To this end, the demo shows each simulated user’s
current position, updated as users move through the
site.

We show the performance of the system in two
ways. First, we replace FastPump with a commercial
data warehousing system, e.g., Oracle, to show the
effect of the underlying database on the system. Sec-
ond, we remove the Profiler, thus showing the per-
formance of the system using the only web server’s
own cache.

5 Related Work

Within the academic literature, web personalization
is emerging as a major field of research. We re-
view some of the important literature in this field
here, and mention a few commerical products. At
present, there are two main approaches to personal-
ization: collaborative filtering and data mining for
user behavior patterns.

Collaborative filtering [12] is a means of personal-
ization in which users are assigned to groups based
on similarities in rankings of content of web pages,
i.e., users with similar interests will rank the same
pages in the same way. [5] presents an analysis of
predictive algorithms for collaborative filtering. [7]
describes a non-invasive method of collecting user
interest information for collaborative filtering.

Much work has been published in the area of
user navigation pattern discovery based on web logs,
e.g., [6, 13]. A great deal of this work in web nav-
igation and usage mining is based on fundamental
work in data mining for association rules [2] and se-
quential patterns [3, 14]. This type of work is quite
complementary to our work; in fact, we base our
navigation pattern discovery methods on some of the
ideas found in these papers.

On the commercial side, several companies offer
products in the Internet Personalization space. The
two functions supported are recommendations, (i.e.,
static, predetermined responses to actions) based on
collaborative filtering techniques [12] and reporting
(i-e., analysis of a web site’s traffic). Recommenda-
tion products include Net Perceptions Recommen-
dation Engine [9], Engage Technologies [15], and
LikeMinds [4]. Personify [10] and Accrue [1] offer
analysis and reporting based on log data.

While the general philosophy of our work is simi-
lar to that of the above personalization products in
that we use a database and cache to store and re-
trieve our information, we depart from current per-
sonalization efforts in two key ways: (1) We do not
use static profiles; rather, we make dynamic deci-
stons based on the information available at the time
a user clicks; and (2) We merge historical informa-
tion with knowledge of a user’s current behavior in
order to make these dynamic decisions, as opposed
to delivering canned responses to pre-determined ac-
tions.

6 Contribution & Conclusion

We demonstrate a component-based system to ad-
dress the problem of real-time user interaction by
generating profiles, which profile predictive informa-
tion as to a user’s future actions on the site, thus
enabling a vast array of customization or prefetch-
ing applications on a site.

The foundation of this system consists of two
components: FastPump, an extremely fast storage
and retrieval engine; and the Profiler, an efficient
profile caching mechanism. Perfomance studies in-
dicate that our system gives an order of magnitude
performance gain over an implementation using off-
the-shelf database back end without the Profiler.
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