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ABSTRACT
Wepresent a self-designing key-value storage engine, Cosine, which
can always take the shape of the close to “perfect” engine architec-
ture given an input workload, a cloud budget, a target performance,
and required cloud SLAs. By identifying and formalizing the first
principles of storage engine layouts and core key-value algorithms,
Cosine constructs a massive design space comprising of sextil-
lion (1036) possible storage engine designs over a diverse space of
hardware and cloud pricing policies for three cloud providers –
AWS, GCP, and Azure. Cosine spans across diverse designs such as
Log-Structured Merge-trees, B-trees, Log-Structured Hash-tables,
in-memory accelerators for filters and indexes as well as trillions of
hybrid designs that do not appear in the literature or industry but
emerge as valid combinations of the above. Cosine includes a uni-
fied distribution-aware I/O model and a learned concurrency-aware
CPU model that with high accuracy can calculate the performance
and cloud cost of any possible design on any workload and virtual
machines. Cosine can then search through that space in a matter of
seconds to find the best design and materializes the actual code of
the resulting storage engine design using a templated Rust imple-
mentation. We demonstrate that on average Cosine outperforms
state-of-the-art storage engines such as write-optimized RocksDB,
read-optimized WiredTiger, and very write-optimized FASTER by
53x, 25x, and 20x, respectively, for diverse workloads, data sizes, and
cloud budgets across all YCSB core workloads and many variants.
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1 REASONING ABOUT CLOUD COSTS
Application Diversity. Key-value stores [71, 72, 87] serve as the
storage backbone for a wide range of applications such as graph pro-
cessing in social media [27, 59], event log processing [42], web ap-
plications [119], and online transaction processing [98]. Relational
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Figure 1: Fixed-design systems capture only a small fraction
of the possible storage-engine design space on the cloud.
systems increasingly use key-value stores for core functionality
such as the catalog and indexing [72]. Machine Learning pipelines
deploy key-value stores for data exploration, storing features, and
maintaining debugging data [116, 117]. Bitcoin uses a key-value
engine as its primary node infrastructure [115].
Movement on the Cloud. With the growing diversity of applica-
tions and data sizes, key-value stores are increasingly deployed on
the cloud to take advantage of auto-scaling and on-demand pricing.
For instance, Amazon Web Services (AWS) cloud [23], the Google
Cloud Platform (GCP) [101], and Microsoft Azure [36] cloud pro-
vide support for widely used key-value stores such as MongoDB
[95], CouchDB [48], RocksDB [56], and Cassandra [25].
The Problem: Reasoning About Cloud Costs & Performance.
We show that existing key-value systems fail to scale in the face of
the combined challenge: growing application diversity and growing
data sizes, which in turn result in growing cloud budgets. The
source of the problem is in the inherent complexity of data system
design, opacity of cloud infrastructures, and the numerous metrics
and factors that affect performance and cloud cost. As a result,
organizations, systems administrators, and even expert data system
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Figure 2: Cosine produces optimal key-value storage engines given a budget, a workload, and a target performance.

designers cannot predict how a specific combination of a key-value
store design, a cloud provider (their pricing policies and hardware),
and a specific workload (data and queries) will ultimately behave
in terms of end-to-end performance and cloud-cost requirements
[55, 58, 93, 103]. This can lead to severe performance bottlenecks or
cost requirements that are exceptionally hard to get out of given the
time, effort, and risk involved in switching to a different system or
investing in building a new one. There are numerous manifestations
of this problem. We elaborate with two characteristic examples.
1. Choosing fromOff-the-ShelfKey-Value Stores. State-of-the-
art key-value systems are designed for specific workloads. Appli-
cations in turn need to choose a system from the limited set of
options in terms of core design, more prominently systems that are
based on B-trees [4, 10, 12, 47] for read-heavy workloads or on Log-
Structured-Merge (LSM)-trees [9, 20, 25, 26, 108] for write-heavy
workloads or Log-Structured-Hash (LSH)-tables [43] for systems
with large memory. Utilizing such engines for any other workload
type does not guarantee good performance [79, 92, 97], as shown
in Figure 1. For example, Viber [17] had to switch from MongoDB
to Couchbase due to growing datasets [1, 102]; applications need to
make a hard choice between either being stuck with a sub-optimal
system or an expensive and risky transition [39].
2. The Choice of Cloud Provider and Hardware. 77% of orga-
nizations face challenges choosing an appropriate cloud provider
[112]. Even with a single cloud provider, it is imperative to choose
the correct hardware resources to maximize performance and avoid
paying extraneous costs. Currently, all these decisions are manu-
ally made based on past experience [96, 104, 111] and given the
complexity, this often leads to wrong choices with drastic negative
impact. For example, a 2022 study [54] illustrates how picking the
wrong VM can be a catastrophic mistake.
Cosine.We presentCosine: a cloud-cost optimized Self-designing
key-value storage engine, that has the ability to self-design and
instantiate holistic configurations given a workload, a cloud bud-
get, and optionally performance goals and a set of Service Level
Agreement (SLA) specifications. A configuration is composed of
the exact storage engine design in terms of the individual data
structures design (in-memory and on-disk) in the engine as well
as their algorithms and interactions, a cloud provider and specific
virtual machines. Figure 1 depicts the core Cosine concept and how

existing systems are “locked” into a small fraction of the possible
design space. Cosine is inspired by those systems and makes use of
their innovative designs but instead of being locked in any particu-
lar design it can mix and match fine-grained storage engine design
elements. This creates a space of sextillions (1036) of storage engine
configurations most of which do not exist in the industry or litera-
ture. Cosine automatically takes the perfect shape for the problem
at hand making it possible to scale across all three challenges: data
size, application (workload) diversity, and cloud budget.
Our contributions are as follows.

(1) We formalize the exhaustive search space of key-value stor-
age engine designs comprising of combinations of (a) data
structure designs (including LSM-trees, B-trees, LSH-tables,
and trillions of valid new designs which are hybrids of those)
and in-memory accelerators such as buffer, filters and in-
dexes, (b) hardware for storage (such as HDD, SSD, or EBS)
and computation (VMs), and (c) cloud providers (AWS, GCP,
Azure) for an input workload (Figure 2 part A, C).

(2) We introduce a unified model that precisely estimates the
expected cost of executing a given workload with a given
engine design (Figure 2 part B). The model has two novel
parts: a) an analytical distribution-aware I/O model that
captures data movement across the exhaustive design space
of possible key-value storage engines, and b) a learned cost
model that captures CPU, query concurrency, and hardware
parallelism through a training phase that is kept at minimum
cost by selectively training for a few of the possible designs.

(3) We show how for a given workload Cosine collapses the mas-
sive possible design space into a Pareto frontier of ranked
configurations that co-optimizes available cloud budget, re-
quired cloud SLAs, and required performance (Figure 2 part
C). This enables choosing the best configuration for the cur-
rent application, but it also facilitates interactive reasoning,
e.g., what if I can afford more budget. Cosine selectively
includes noise in the input workload so that the resulting
engines are robust to workload drifts.

(4) Using a storage engine code template that allows structured
descriptions of Cosine’s data layout and algorithmic abstrac-
tions, the output of a search is a Rust implementation of the
target storage engine design (Figure 2 part D).
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[1.. T]

Design Abstractions of Template Type/Domain LSM 
variants

B-Tree 
variants

LSH 
variants

4.

3.
Size ratio (T): The maximum number of entries in a block (e.g. growth factor in 
LSM trees or fanout of B-trees.

unsigned integer | 
function (func)

Runs per hot level (K): At what capacity hot levels are compacted.

5.

6. Logical block size (B): Number of consecutive disk blocks.

7.

Indexes             : Amount of memory allocated to indexes (fence pointers/hashtables).

Key size:

Value size: Denotes the size of values in the workload. All values are accepted as 
variable-length strings. 

8.

Bloom filter design: Denotes the granularity of Bloom filters, e.g., one Bloom 
filter instance per block or per file or per run. The default is file.

10.

Compaction/Restructuring algorithm: Full does level-to-level compaction; 
partial is file-to-file; and hybrid uses both full and partial at separate levels.

Run strategy: Denotes which run to be picked for compaction (only for partial/ 
hybrid compaction).

File picking strategy: Denotes which file to be picked for compaction (for partial/
hybrid compaction). For LSM-trees we set default to dense_fp as it empirically works 
the best. B-trees pick the first file found to be full. LSH-table restructures at the 
granularity of runs.

1.

2.

11.

12.

13.

Merge threshold: If a level is more than x% full, a compaction is triggered.14.

Full compaction levels: Denotes how many levels will have full compaction (only 
for hybrid compaction). The default is set to 2. 

15.

No. of CPUs: Number of available cores to use in a VM.16.

No of threads: Denotes how many threads are used to process the workload.17.

unsigned int

string/slice
max size set to 1 GB

Rule: should be less than size ratio.
unsigned int

Rule: should be less than size ratio.

unsigned int

64-bit floating point | 
function (func)

block | file | run 

Bloom filter memory            : Denotes the bits/entry assigned to Bloom filters. 64-bit float | func(FPR)

partial | full | hybrid 

first | last_full | fullest 

oldest_merged | 
oldest_flushed | dense_fp | 

sparse_fp | choose_first

64-bit floating point 

unsigned integer | 
function (func)

unsigned int
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Denotes the size of keys in the workload. 

unsigned int
Runs per cold level (Z): At what capacity cold levels are compacted.
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9.

[64 MB, 128 
MB, …]

[1 MB, 2 
MB, …]

[64 MB, 128 
MB, …]
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64-bit floating point | 
function (func)

[2048, 4096, …]

func(FPR)

Buffer capacity         : Denotes the amount of memory allocated to in-memory 
buffer/memtables. Configurable w.r.t file size.

memory to 
cover L

memory for 
hash table

memory for 
first level

Table 1: Storage engine template in Cosine and example initializations for diverse storage engine designs.

(5) We demonstrate that the Cosine cost model captures diverse
workloads, hardware, and storage engine contexts with up
to 91% accuracy. We verify this using diverse state-of-the-
art key-value engines: RocksDB (LSM-tree), WiredTiger (B-
tree), and FASTER (LSH-table) as well as with numerous
hybrid/new designs with Cosine’s templated Rust engine.

(6) We demonstrate that Cosine improves throughput by 53x,
25x, and 20x on average over RocksDB, WiredTiger, and
FASTER, over the diverse workloads of the YCSB benchmark
and varying cloud budgets and data sizes, while providing
a robust behavior that is within 2% of the optimal one even
when the workload fluctuates by more than 15%.

OnlineDemo andTechnical Report.Cosine is part of the emerg-
ing space of instance optimized data systems [76]. We focus on
key-value stores and use fine-grained first principles that form a
massive design space which includes trillions of previously un-
known designs out of which we pick the best one for the problem
at hand. Given the massive space of possible configurations, to give
a better sense of Cosine’s potential, we also provide an interactive
demo at http://daslab.seas.harvard.edu/cosine/. One can use the
demo to perform what-if design questions and compare system de-
signs in terms of budget and performance, for arbitrary workloads
across the three major cloud providers and against state-of-the-art
systems. Interested readers can also find additional experiments,
proofs and model derivations in an online technical report [2].

2 BACKGROUND: LAYOUT PRIMITIVES
Cosine has its roots in the Data Calculator project [77] which struc-
tures a first-principle driven search of a wide design space of known
and unknown data structures. Unlike the Calculator that focuses
on a single data structure at a time, Cosine is about complete stor-
age engine configurations considering the interactions of many
data structures in a full engine, hardware space, as well as the
cloud provider space. To realize the end-goal of self-designing at
its core Cosine implements a storage engine template – a dictionary
of design abstractions to allow structured descriptions of arbitrary
key-value storage engine designs. The Cosine template has multiple
parts as shown in Table 1. We first presented the data layout part
in a vision paper [73] and we give a brief summary of that in this
section before continuing with the contributions of this paper.

The Cosine storage engine template spans trillions of possible
designs. They are all derived by combining elements from three
designs which span the extremes of performance from read to write
optimized: B-trees [64], LSM-trees [89], and LSH-tables [43]. The
layout primitives in Table 1 help describe key-value storage engines
based on the design of their core data structures, in-memory and
on-disk. For example,𝑀𝐵 ,𝑀𝐵𝐹 ,𝑀𝐹𝑃 define the memory allocated
to the buffer, Bloom filters, and fence pointers. The template pro-
vides a lot of flexibility, e.g., it is possible to choose between the
construction policies of the filters, e.g., reducing the false positive
rate (FPR), optimizing the number of internal hash functions, or
even controlling the granularity of filters per block, file, or run.
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Based on the memory footprint of filters and fence pointers, Co-
sine divides 𝐿 disk-levels of a storage engine into 𝐿 − 𝑌 hot and 𝑌
cold levels. Data residing at hot levels are quickly accessed with
in-memory filters and fence pointers whereas cold levels have to
be accessed through cascading fence pointers on-disk. Other layout
primitives include the size ratio (T) denoting the factor by which
disk-levels grow in capacity, and merge thresholds (K and Z) de-
noting how greedily merges happen within a level (hot and cold).
In [73] it is explained how these few primitives can be enough by
showing there is another set of rules that help derive additional
layout design elements of an engine. For example, to figure out
exactly how many bits to give to each Bloom filter of each level and
run we use the equations from [51, 52]: this only requires knowing
𝑀𝐵𝐹 . For brevity we do not explain these rules further as they are
not necessary for following the rest of the paper.
Describing Existing and New Storage Engines. Overall, these
primitives allow Cosine to take the shape of arbitrary and diverse
designs in terms of storage engine data layouts including LSM-Trees,
B-Trees, LSH-Tables and several hybrids in between. For example,
as shown in Table 1, the layout of LSM-tree based RocksDB is
described as 𝑇 = 10, 𝐾 = 1, 𝑍 = 1, 𝑀𝐵𝐹 = 10, and B-Tree based
WiredTiger as 𝑇 = 32, 𝐾 = 1, 𝑍 = 1, 𝑀𝐵𝐹 = 0. For both engines, the
memory footprint of indexes,𝑀𝐹𝑃 decides the number of hot and
cold levels of the tree. On the other hand, a storage engine such
as FASTER which is a flat data structure is described by setting
𝑇 = 𝑁 .𝐸

𝑀𝐵
enforcing the first level to never run out of capacity. This

also implies that the merge thresholds are set to maximum such that
the level is never compacted, i.e. 𝐾 = 𝑇 − 1, 𝑍 = 𝑇 − 1. As FASTER
uses in-memory hashtables, we allow𝑀𝐹𝑃 to take that into account.
By default, FASTER creates hash-bucket entries amounting to 1

8th
of the keys, hence 𝑀𝐹𝑃 = 𝑁 .𝐹

8 ∗ (1 + 1
𝐵
). Table 1 also includes an

example of a new design with a log-structured layout at the hot
levels and a B-tree at the cold levels.
Toward a Self-Designing System. On top of the basic data lay-
outs, for Cosine to achieve its end goal we need to be able to consider
additional critical storage engine design components such as the
ones shown at the bottom of Table 1 for hardware parallelism and
maintainance strategies. In addition, as shown in Figure 2, we need
a series of innovations beyond engine specifications such as be-
ing able to judge different designs (without implementing them
first) (Sec 3), consider the effect of query and hardware parallelism
on each design (Sec 4), search over the massive possible space
efficiently for the best (yet robust) design given a cloud budget,
workload, and SLAs (Sec 5), and finally materialize the code of the
resulting storage engine so that it is ready for deployment (Sec 6).

3 DISTRIBUTION-AWARE I/O MODELING
Given a workload Cosine needs to evaluate the massive number
of possible storage engine designs in a practical way, i.e., without
actually running the workload with all possible designs, cloud
providers and VMs. For this to be possible Cosine needs to be able
to calculate the expected performance on a given hardware for any
candidate storage engine design. Sections 3 and 4 introduce the
Cosine model for I/O and CPU respectively which achieves this
with high accuracy. Then Section 5 uses the model to build the

Probability of a false positive at a bloom filter at a run at hot level i

Probability of not being in buffer for uniform key, skew special key, 
skew regular key

pi
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For a hot level, probability of not being in run r , level i or previous 
runs for uniform key, skew special key, skew regular key. For a cold 
level, probability of not being in any node at level i or nodes in 
previous levels for uniform key, skew special key, skew regular key
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r,i, C

2
r,i

<latexit sha1_base64="1sfmiUB9i0qd1/3JZq0EY/xw/kA=">AAACBnicbZDLSgMxFIbPeK31NupShGARXJQy6UaXxW5cVrAXaMchk2ba0MyFJCOUoSs3PopuXCji1mdw5wv4HKYXUFt/CHz85xxOzu8ngivtOJ/W0vLK6tp6biO/ubW9s2vv7TdUnErK6jQWsWz5RDHBI1bXXAvWSiQjoS9Y0x9Ux/XmLZOKx9G1HibMDUkv4gGnRBvLs4+qXiaLfFREM7jBP1j27IJTciZCi4BnUKgUvx7AqObZH51uTNOQRZoKolQbO4l2MyI1p4KN8p1UsYTQAemxtsGIhEy52eSMEToxThcFsTQv0mji/p7ISKjUMPRNZ0h0X83XxuZ/tXaqg3M341GSahbR6aIgFUjHaJwJ6nLJqBZDA4RKbv6KaJ9IQrVJLm9CwPMnL0KjXMJOCV/hQuUCpsrBIRzDKWA4gwpcQg3qQOEOHuEZXqx768l6td6mrUvWbOYA/sh6/wZ2uJle</latexit><latexit sha1_base64="gJSmMc6XJkaJkVA6/qrvvIDUH7U=">AAACBnicbZDLSgMxFIYzXmu9jboUIVgEF7VMutFlsRuXFewF2nHIpJk2NJMZkoxQhq7c+BKuxY2Lirj1Gdz5Am59BdMLqK0/BD7+cw4n5/djzpR2nA9rYXFpeWU1s5Zd39jc2rZ3dmsqSiShVRLxSDZ8rChnglY105w2Yklx6HNa93vlUb1+Q6VikbjS/Zi6Ie4IFjCCtbE8+6DspTLPBnk4hWv0g0XPzjkFZyw4D2gKuVL+8+HrfnhS8ez3VjsiSUiFJhwr1UROrN0US80Ip4NsK1E0xqSHO7RpUOCQKjcdnzGAR8ZpwyCS5gkNx+7viRSHSvVD33SGWHfVbG1k/ldrJjo4c1Mm4kRTQSaLgoRDHcFRJrDNJCWa9w1gIpn5KyRdLDHRJrmsCQHNnjwPtWIBOQV0iXKlczBRBuyDQ3AMEDgFJXABKqAKCLgFj2AInq0768l6sV4nrQvWdGYP/JH19g2yzJvI</latexit><latexit sha1_base64="gJSmMc6XJkaJkVA6/qrvvIDUH7U=">AAACBnicbZDLSgMxFIYzXmu9jboUIVgEF7VMutFlsRuXFewF2nHIpJk2NJMZkoxQhq7c+BKuxY2Lirj1Gdz5Am59BdMLqK0/BD7+cw4n5/djzpR2nA9rYXFpeWU1s5Zd39jc2rZ3dmsqSiShVRLxSDZ8rChnglY105w2Yklx6HNa93vlUb1+Q6VikbjS/Zi6Ie4IFjCCtbE8+6DspTLPBnk4hWv0g0XPzjkFZyw4D2gKuVL+8+HrfnhS8ez3VjsiSUiFJhwr1UROrN0US80Ip4NsK1E0xqSHO7RpUOCQKjcdnzGAR8ZpwyCS5gkNx+7viRSHSvVD33SGWHfVbG1k/ldrJjo4c1Mm4kRTQSaLgoRDHcFRJrDNJCWa9w1gIpn5KyRdLDHRJrmsCQHNnjwPtWIBOQV0iXKlczBRBuyDQ3AMEDgFJXABKqAKCLgFj2AInq0768l6sV4nrQvWdGYP/JH19g2yzJvI</latexit><latexit sha1_base64="FqXCdtDNwjzwPPu6ANWhjpIfBLs=">AAACBnicbZDLSsNAFIZPvNZ6i7oUYbAILkpJutFlsRuXFewF2hgm00k7dDIJMxOhhK7c+CpuXCji1mdw59s4bQNq6w8DH/85hzPnDxLOlHacL2tldW19Y7OwVdze2d3btw8OWypOJaFNEvNYdgKsKGeCNjXTnHYSSXEUcNoORvVpvX1PpWKxuNXjhHoRHggWMoK1sXz7pO5nsswmZZTDnfuDVd8uORVnJrQMbg4lyNXw7c9ePyZpRIUmHCvVdZ1EexmWmhFOJ8VeqmiCyQgPaNegwBFVXjY7Y4LOjNNHYSzNExrN3N8TGY6UGkeB6YywHqrF2tT8r9ZNdXjpZUwkqaaCzBeFKUc6RtNMUJ9JSjQfG8BEMvNXRIZYYqJNckUTgrt48jK0qhXXqbg3bql2lcdRgGM4hXNw4QJqcA0NaAKBB3iCF3i1Hq1n6816n7euWPnMEfyR9fENyqOXZA==</latexit>

B
ui

ld
in

g 
B

lo
ck

s
of

 M
od

el
C

os
t-

M
od

el
W

or
kl

oa
d 

+ 
Pe

rf
or

m
an

ce
Table 2: Distribution-Aware I/O Cost Model

search algorithm for the best design given a workload. We start by
describing the properties that the model should have.
1. Precision. The I/O cost estimates should be within a 1 + 𝑟 factor
of the actual I/O, where 𝑟 is a small error parameter, regardless of
data properties, data size, query patterns, and engine design.
2. Conservation. The model should generate only positive errors
that is only over-estimating of I/O costs. This property lowers the
chances of exceeding the desired cloud budget or breaching the
performance target as a result of estimation errors.
3. Consistency. If a storage engine design outperforms another
design in practice, this should be reflected in the model estimates.
Workload Characterization. Table 2 describes the notation used.
Cosine describes workloads as a set of operations over a universe of
key-value pairs, using (a) the distribution of the keys and workload
operations and (b) the proportion of each operation type: single-
result lookups, no-result lookups, range queries, inserts, blind up-
dates (updating the value of an entry regardless of its current value),
and read-modify-writes (rmws) (updating the value of an entry
based on the current value). This forms a workload feature vector.
Ideally, we would feed all information about a workload (i.e. the
exact sequence of operations and keys-value pairs) into the cost
model to get an exact estimate of I/O cost. However, such a strategy
would be intractable, since the space of workloads is enormous.
Thus, we introduce a low-dimensional “workload summary” to
strike a balance between tractability and precision.
Uniform Distribution. We let D𝑔𝑒𝑡 and D𝑝𝑢𝑡 be distributions
over which keys are drawn for reads and writes respectively. In a
uniform distribution any possible key is equally likely to be drawn.
Hence, D𝑔𝑒𝑡 is uniform over the universe 𝑈 of keys and D𝑝𝑢𝑡 is
uniform over the keys that have been inserted/updated. We assume
querying keys are drawn i.i.d from these distributions.
Skewed Distribution.We use uniform distribution as a building
block. The intuition is to partition the key-space of a workload such
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that (i) for any partition, the keys are uniformly distributed, and
(ii) the width of partitions may differ which controls the degree
and region of skew. Our definition of a skew distribution exactly
matches the definition in [40] and it creates a sharper truncation
between hot and cold keys for ease of analysis. For instance, a
Zipfian distribution consists of two distinct uniform distributions
with universes 𝑈1 and 𝑈2. 𝑈1 contains a set of special keys that are
likely to be accessed more than the set of remaining regular keys
residing within 𝑈2. More precisely, for lookups, a special key is
accessed with probability 𝑝𝑔𝑒𝑡 from𝑈1 and a regular key is drawn
from 𝑈2 with probability 1 − 𝑝𝑔𝑒𝑡 . The same definition holds for
writes, with the respective probabilities being 𝑝𝑝𝑢𝑡 and 1 − 𝑝𝑝𝑢𝑡 .
Other Distributions. The above methodology can be extended
to describe other distributions such as normal and exponential
distributions. Examples can be seen at the technical report [2]. The
core idea is that instead of having two partitions we have 𝑘 , each
with its distinct universe spread across the key-space such that the
probability of accessing a special and regular key from any partition
𝑖 is 𝑝𝑖

|𝑈𝑖 | and
1−𝑝𝑖
|𝑈𝑖 | , respectively, and that the probabilities to access

any partition add up to unity.
Overview. The model is shown in Table 2. It shows how Cosine
estimates the cost of each type of key-value operation. This is a
unified model which means that it works across all possible stor-
age engine designs (LSM-trees, B-Trees, LSH-Tables and anything
in between) defined by the primitives of Cosine. For a workload of
𝜒 operations, we use the per-operation I/O cost and the proportion
of different type of operations in the workload to compute the total
I/O cost of the workload (see also definitions in Table 2):

IOtotal = 𝜒 (𝜃𝑝𝜎𝑝 +𝜃𝑟𝜃𝑙𝜎𝑙 +𝜃𝑟 (1−𝜃𝑙 )𝜎𝑛 +𝜃𝑢𝜎𝑢 +𝜃𝑤𝜎𝑤 +𝜃𝑠𝜎𝑠 ) (1)

While we cannot provide the full details on how themodel is derived
due to space restrictions, we instead provide in the rest of this
section the core intuitions that lead to the model construction using
examples for specific storage engine designs and operations. The
exact derivations for each operation are described in detail in [2].
A core insight is that for all designs supported by Cosine, the disk
part of the data layout is effectively built from arrays and pointers
connected in a hierarchical format. The cost-model leverages this
structure to decompose the I/O cost into inter-dependent per-level
quantities and embeds the fundamental read/write behavior of
each core design class (LSM-tree/B-tree/LSH-tables) within its cost
computation. This allows the resulting unified model to work for
any storage engine design possible within the possible space.
Intuition for Lookup Cost (𝝈𝒍 , 𝝈𝒏). Let us assume an LSM-tree-
like design and a single-result lookup: when a key is found in the
buffer or the first few levels the query terminates and no data from
the lower levels is brought into memory. We call this effect early
stopping, shown in Figure 2 part B. Early stopping is not of much
relevance when the distribution of writes is uniform over a large
universe as the most recent copies of almost all keys live at the last
level. On the other hand, when the read distribution cycles through
a small number of keys, as in the case of skew distributions, those
keys are very likely to live in the buffer or at a high level, and early
stopping can significantly impact the single-result lookup estimate,
𝜎𝑙 . The distribution-aware model precisely captures the impact of
early stopping on 𝜎𝑙 as a function of D𝑝𝑢𝑡 and D𝑔𝑒𝑡 through the

distribution-dependent quantities C0 and C𝑟,𝑖 , which capture the
probability that an access to a given run is attempted. On the other
hand, Cosine’s models for the no-result lookup cost account for the
fact that early stopping does not occur for these queries.
Intuition for Write Cost (𝝈𝒑 , 𝝈𝒖 , 𝝈𝒘). Cosine captures the phe-
nomenon that with a high proportion of updates merges between
any two levels of the tree happen less frequently since an updates is
handled in place at the level or buffer it is found. We call this effect
infrequent merging, shown in Figure 2 part B. Infrequent merging
is less prominent when the distribution of writes is uniform over a
large universe, where almost all writes are insertions. On the other
hand, when the write distribution cycles through a small number of
keys many of the writes are updates, leading to infrequent merging.
The model is able to capture the impact of infrequent merging on
𝜎𝑝 as a function of D𝑝𝑢𝑡 through the distribution-dependent quan-
tities Q𝑖 , which estimate the expected number of writes to fill a run
in level 𝑖 . Rmws are modeled as a composition of other operations,
e.g., for LSMs, the cost of an rmw is the summation of a lookup and
an insert whereas for B-trees or LSH it is same as an update.
Intuition for Range Cost (𝝈𝒔). For modeling range queries, key
distribution is not needed because the effect of early stopping does
not occur: range queries need to access every hot level. With a
selectivity of 𝑠 , for hot levels, roughly 𝑠 fraction of the entries at
each level will be touched using the in-memory fence pointers. For
internal nodes at cold levels, Cosine differentiates between the case
where the size ratio 𝑇 equals to the block size 𝐵 (𝑇 = 𝐵) and where
it does not (𝑇 < 𝐵) which impacts whether data at internal nodes
needs to be scanned as well. For the last cold level, Cosine’s models
account for touching all relevant leaf nodes.
Derivation of LookupCost𝜎𝑙 for Skew.Wegive a sketch for one
of the derivations as an example: for a single-result lookup following
skew distribution when a design only has hot levels, i.e., 𝑌 = 0. We
can express the expected cost as 𝜎𝑝 = 𝑝𝑔𝑒𝑡 × 𝜎𝑙𝑠 + 𝜎𝑙𝑛 × (1 − 𝑝𝑔𝑒𝑡 )
where 𝜎𝑙𝑠 is the expected cost of a special key lookup and 𝜎𝑙𝑛 is
the expected cost of a normal key lookup. Given that the skew
distributions are uniform over special keys, it suffices to consider a
generic special key 𝑘 and its expected cost over the randomness of
D𝑝𝑢𝑡 . The cost is the sum of the I/O cost of accessing the disk block
containing the key and the I/Os due to bloom filter false positives. If
the key is in the buffer or the block cache, the I/O cost is 0, otherwise
it is 1. We show that, C1

0 captures this cost. For the false-positive
incurred costs, by linearity of expectation, it suffices to compute
the probability that a block in a given run will be touched and then
add up the probabilities. The expression 𝑝𝑖C1

𝑟,𝑖
precisely captures

this cost for run 𝑟 at level 𝑖 , where 𝑝𝑖 is the probability of obtaining
a false positive and C𝑟,𝑖 is the probability that the actual key is
not in the current run or any previous runs (so the access has not
terminated yet). The argument is similar for 𝜎𝑙𝑛 .

Now, we provide intuition for the specific formulas for C0 and
C1
𝑟,𝑖
. To compute these quantities, we determine the distributions

over queried special keys as uniform over 𝑈1 ∩ 𝐾special (where
𝐾special is the set of keys in the data structure). This can be viewed
as the conditional distribution of 𝑈1 conditioned on the key being
in𝐾special. Therefore, the probability that a key 𝑘 is not in any of the

runs up to a given run is, 𝑃 [𝑘∈𝐾special,𝑘 is not in any runs up to a given run]
𝑃 [𝑘∈𝐾special ] .
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We now use the independence of keys across different runs and
condition on the data structure being full. We add “weights” to des-
ignate that runs are likely to be a certain fraction full “on average”.
The numerator can be expressed as,(∏

up to
current run

𝑃 [𝑘 is not in the run]
)
× (1 − 𝑃 [𝑘 is in a later run]). For

a run 𝑟 at level 𝑖 ≥ 1, the first term is (1 − 𝛼0,𝑙 ) (1 − 𝛼𝐵𝐶,𝑙 )×(∏𝑖−1
ℎ=1 (1 − 𝛼

ℎ,𝑙 )𝐾
)
(1 − 𝛼𝑖,𝑙 )𝑟 . Similarly, the second term is

1 − (1 − 𝛼𝑖,𝑙 )𝐾−𝑟
(∏𝐿−𝑌−1

ℎ=𝑖+1 (1 − 𝛼ℎ,𝑙 )𝐾
)
. In these expressions, 𝛼𝑖,𝑙

captures the probability that 𝑘 appears in a given run at level 𝑖 . The
calculation of 𝛼𝑖,𝑙 can be obtained from skew properties of D𝑝𝑢𝑡 .

4 CONCURRENCY-AWARE CPU MODELING
In addition to I/Os, performance of storage engines is significantly
affected by CPU costs and hardware parallelism. Writing analytical
models, as we did for I/O in the previous section, that capture in-
memory and hardware effects is extremely complicated and error
prone, even for a single design, as we have found in our prior
work [82]. The challenge is that there are many factors that affect
CPU performance and are tightly connected compared to the single
factor of I/O when data comes from disk. Cosine uses learning in a
hardware-conscious way, as shown in Figure 2, part B.
Utilizing Amdahl’s Law. Amdahl’s Law [24, 67, 68] theoretically
reasons about how much speedup we can achieve for a given num-
ber of cores. Every program has a sequential component and a
parallelizable component and with more cores, it is only the run-
time of the parallelizable component that improves. If 𝜙 proportion
of a program is parallelizable and it takes 𝑇 time units to execute it
with 1 core, then for 𝜂 cores, the speedup 𝑔 is as follows:

𝑔 =
𝑇

𝑇 − 𝜙𝑇 + 𝜙𝑇
𝜂

=
1

1 − 𝜙 (1 − 1/𝜂) (2)

Learning𝜙 .Cosine takes the value of 𝜂 directly from the hardware
where the engine is to be deployed. On the other hand, 𝜙 is learned
as it relies on many interconnected factors. While the possible
designs are too many, we observed that 𝜙 has similar values across
designs that share core design elements and so Cosine only needs to
learn𝜙 for four drastically distinct design classes (LSM, LSH, B-Tree,
and Hybrid: LSM-like hot levels and B-tree-like cold levels). The
process is seen inAlgorithm 1. For each class of design 𝑟 and for each
operation type in 𝑞, we benchmark (using the Rust code template
discussed in Section 6) the speedup as we increase the number of
queries executed in parallel and CPU cores used (one per query).
This is done for all distinct VM types 𝑣 for each cloud provider. The
observed speedup 𝑔 is fed to Equation 2 to generate multiple values
of 𝜙 (𝜙𝑞,𝑟,𝑣,𝐷,𝑐 ) for different VMs, numbers of total queries, and data
size, to aggregate and derive a robust 𝜙 for this combination of 𝑞
and 𝑟 . Then, for any workload𝑊 to run with a design of class 𝑟 , we
calculate 𝜙 as a weighted average of the 𝜙 of each operation type
in𝑊 . Then, the end-to-end latency and throughput of running𝑊
on a given VM, while maximizing utilization of 𝜂 cores, are given
by combining Equations 1 and 2:

latency =
IOtotal
IOPS

× 1
𝑔
, throughput =

#operations in𝑊
latency

(3)
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where IOPS is a cloud-provider specific constant (Sec 5). All steps
for learning happen independently so that there are no modeling
errors due side-effects of one process on another.
Training Cost. 𝜙 depends on the hardware. Training only for four
design classes as opposed to for every possible design reduces
the cost by several orders of magnitude for Cosine. For each VM,
learning can still take several hours though. To reduce the cost
further, we observe that VMs overlap in hardware properties and
thus we only need to train for a small subset of VMs (AWS alone
has more than 100 VMs). For example, m5zn.large and m5n.large
are AWS instances with a similar configuration (2 vCPUs, 8 GB
memory, EBS-only storage, 25 Gbps network bandwidth) with the
only difference in EBS bandwidth [18]. Such differences translate
to marginal impact on 𝜙 at the third or fourth places of decimal,
which plays a negligible role in the cost-performance optimization.
We curate a list of distinct VM types and Cosine ships already with
trained 𝜙 values for those while similar VMs use these 𝜙 values [2].
Changes inPricingPolicy orVMSpecifications.Cloud providers
frequently update their pricing models [99] but this does not re-
quire any retraining as Cosine only needs to pull the new prices.
Cloud providers may also add new VMs types [83]. If a new VM
offers distinct hardware properties than all VMs Cosine has trained
for in the past, then Cosine has to train on this VM and make it
part of its learned 𝜙 library but this is a one time operation. When
training does need to happen, Cosine can train in parallel for every
distinct VM; this saves time, not cloud cost.

5 SEARCHING FOR THE BEST DESIGN
We now use the models of the previous two sections to describe
how Cosine searches for the best storage engine design given a
workload𝑊 , a desired cloud budget 𝑏, and optionally performance
requirements (latency/throughput) 𝑝𝑟 . The output is a storage en-
gine design (expressed in the primitives of Table 2), specific VM
and cloud provider choices, along with the expected cloud cost and
performance to run𝑊 with the resulting engine and VMs.
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Hardware Space. The hardware on which a storage engine is
deployed drives the cloud cost and performance. For any input
workload-budget combination, Cosine constructs the space of pos-
sible hardware configurations (VMs and storage) for the set of all
cloud providers 𝑆 , as shown to the left of Figure 2 part C. Cosine uses
a range of cloud costs 𝐶 = [𝑐min, 𝑐max] such that the input budget
𝑏 falls within that range - we explain in a few paragraphs why we
need that range. VMs are discretely priced per time unit and hence,
there cannot exist a unique hardware configuration for each 𝑐 ∈ 𝐶 .
To prevent including redundant configurations in the hardware
space, Cosine incrementally adds resources to generate hardware
configurations that have a distinct combination of VMs and storage
and keeping only these costs in 𝐶 . For each cloud provider 𝑠𝑖 , com-
puting resources are combinations of VM instances of 𝑘𝑖 distinct
types. Every VM 𝑣𝑖, 𝑗 , indicating the 𝑗 th VM instance of 𝑠𝑖 , contains
𝑣mem
𝑖, 𝑗

GB of memory and 𝑣CPU
𝑖, 𝑗

vCPU cores. Storage can be attached
externally to VMs and determine the number of I/O operations
per second, 𝑣 IOPS

𝑖, 𝑗
. For any 𝑐 ∈ 𝐶 , there are multiple deterministic

possibilities of combining storage and compute resources and that
varies with the pricing policy of each cloud provider, Amazon [3],
Azure [11] and Google Cloud [8]. The unification of all of these
possibilities for all cloud costs in 𝐶 makes up the hardware space.
Storage EngineDesign Space. For each VM in the candidate hard-
ware space, a storage engine design space is constructed. A storage
engine design is mathematically represented using the data layout
primitives from Table 1 as Ω: (𝑇, 𝐾, 𝑍,𝑀𝐵, 𝑀𝐵𝐹 , 𝑀𝐹𝑃 , 𝜂) where 𝜂
denotes the number of physical cores (𝜂 ∈ {1..𝑣CPU

𝑖, 𝑗
}). Given the

input workload𝑊 , the distinct possibilities of allocating memory
across buffers, bloom filters, and fence pointers using the pricing
policy of 𝑠𝑖 for every cost in 𝐶 , is Ω𝑊,𝑠𝑖 ,𝐶

𝑀𝐵×𝑀𝐵𝐹×𝑀𝐹𝑃
. Then, the design

space over all cloud providers for cost range 𝐶 is,
Ω𝑊,𝑆,𝐶 = Ω𝑊

𝑇×𝐾×𝑍×𝜂 × ∪𝑠𝑖 ∈𝑆Ω
𝑊,𝑠𝑖 ,𝐶
𝑀𝐵×𝑀𝐵𝐹×𝑀𝐹𝑃

(4)
Performance Space. For every candidate storage engine design
Ω ∈ Ω𝑊,𝑆,𝐶 Cosine computes the expected latency for𝑊 using the
models of Sections 3 and 4. This results in the performance space 𝑃 .
The Overall Search Space. A massive space of configurations,
Δ𝑊
𝐶,Ω,𝑃 is generated. It consists of ordered triples (Γ, 𝑐, 𝑝) where

Γ denotes a configuration comprising of a storage engine design,
a hardware, and a cloud provider combination that yields perfor-
mance 𝑝 in terms of latency and needs cloud cost 𝑐 to run𝑊 .
The Cardinality of the Search Space. Given the number of dis-
tinct VM types 𝑘𝑖 offered by provider 𝑠𝑖 , for all 𝑐 ∈ 𝐶 , this leads to
a set, 𝐻𝑠𝑖 of VM combinations. Every combination is of the form
< 𝜆𝑖,1, 𝜆𝑖,1, · · · , 𝜆𝑖,𝑘𝑖 >, where 𝜆𝑖, 𝑗 determines the number of in-
stances of VM type 𝑗 that can be purchased. Therefore, for a total
of 𝑚𝑖 combinations under a single provider, we have, 𝐻𝑠𝑖 = {<
𝜆𝑖,1, 𝜆𝑖,1, · · · , 𝜆𝑖,𝑘𝑖 >𝑞}, 1 ≤ 𝑞 ≤ 𝑚𝑖 . For each VM, 𝑇 , 𝐾 , 𝑍 , and 𝜂
possess an integral domain space, whereas the domain space of
memory allocated across buffers, bloom filters, and fence pointers
is non-integral. For navigating through the memory space, Cosine
uses “memory hopping” setting𝑀𝐵 to a small value and then incre-
menting it by a fixed amount equal to 𝜖 fraction of the total memory
𝑀 . Therefore, the cardinality of storage engine designs possible
within a single VM is |Ω𝑊,𝑠𝑖 ,𝑐 | = 𝑇 ×𝐾 ×𝑍 ×𝜂 × 1

𝜖 . The cardinality
of designs over 𝑘𝑖 VM types that can be purchased with a given 𝑐 is

(𝑇 × 𝐾 × 𝑍 × 1
𝜖 )
𝑘𝑖 . If𝑚𝑖 distinct configurations result from differ-

ent cost values in 𝐶 , the cardinality of all possible configurations
with provider 𝑠𝑖 is𝑚𝑖 × (𝑇 × 𝐾 × 𝑍 × 𝜂 × 1

𝜖 )
𝑘𝑖 . For example, with

$50𝐾 monthly budget only for one provider (AWS) and only with 6
distinct VMs, and even if we statically assign the highest degrees
of parallelism to 𝜂, we have𝑚𝑖 = 74612, 𝑇 × 𝐾 × 𝑍 × 1

𝜖 = 30752
(𝜖 = 0.2). This leads to a total design space 74612𝑥 (307526).
Cost-Performance Optimization. Cosine needs to solve two op-
timization problems to find the best storage engine design that
minimizes cloud cost and latency 𝑙 .

argmin
(Γ,𝑐,𝑝) ∈Δ𝑊

𝐶,Ω,𝑃 such that 𝑝≤𝑙
(𝑐), argmin

(Γ,𝑐,𝑝) ∈Δ𝑊
𝐶,Ω,𝑃 such that 𝑐≤𝑏

(𝑝) (5)

Range of Cloud Budgets and Interactive Design. We cannot
be certain that any combination of desired performance require-
ment 𝑝𝑟 and budget 𝑏 is possible, i.e., that indeed there exists a
storage engine design, a set of VMs and a cloud provider that can
achieve performance 𝑝𝑟 with 𝑏 on𝑊 . Thus, Cosine searches simul-
tanously not only for the best configuration for 𝑏 and 𝑝𝑟 but also
for neighboring values of 𝑏 and 𝑝𝑟 . This is why we need the cloud
range defined in the Hardware Space paragraph. By default, we
set this range from $1-$500,000 per month, but it is also exposed
as a knob. This range covers the monthly budgets of diverse real-
life applications, e.g., early- to mid-stage tech startups [19, 57, 86].
If 𝑏 does not fall within this range, Cosine updates the range to
$1-$(𝑏+500,000). If the desired performance cannot be achieved,
both the fastest configuration with the desired budget and the
cheapest configuration with the desired performance are included
in the result. Furthermore, Cosine enables a what-if design pro-
cess where designers can search and explore alternative storage
engine designs and budget/performance balances in an interactive
way with instance system responses. Interested readers may visit
https://cloud-demo-2021.github.io/ to interact with Cosine directly.
Cost-Performance Continuum. To enable all of the above, for
every design search session Cosine collapses the engine design
space on the cost-performance plane (given𝑊 , 𝑏). This transforms
the trilateral tradeoff among engine designs, hardware and cloud
cost, into a cost-performance Pareto frontier. This is a continuum 1)
with an optimal configuration at every point, and 2) where a higher
cloud cost maps to better or at least the same performance. The
process of generating the Pareto frontier is shown in Algorithm 2.
We provide a stepwise description below.
Step 1: Partially-Pruned Configurations for Each Provider.
We first construct the performance space of each provider 𝑠𝑖 for
a single cloud cost 𝑐 in 𝐶 at a time. For each storage engine con-
figuration in Λ ∈ 𝐻𝑠𝑖 , Cosine shards the workload and data using
off-the-shelf sharding algorithms [53] across all VMs of the config-
uration proportionally to their memory capacity. For each distinct
VM type 𝑣𝑖, 𝑗 within ℎ, Cosine generates the intra-VM design space
specific to its workload shard by spanning through all combinations
of 𝑇 , 𝐾 , 𝑍 , 𝜂, and using memory hopping for 𝑀𝐵 , 𝑀𝐵𝐹 , and 𝑀𝐹𝑃 .
Further, for each possible value of 𝑀𝐵 , Cosine splits the residual
memory between𝑀𝐵𝐹 , and𝑀𝐹𝑃 to maximize as many hot levels
as possible for the design. Once all designs specific to the VM type
are generated, Cosine uses the I/O model to predict the I/O cost of
these designs. Next, it looks up the learned coefficients (obtained
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// constructing the cost-perf 
mapping for each provider

// compute cost of config

// SLA cost of config, shown in [2]

// storage cost of config

// I/O model

from Algorithm 1 of concurrency model) specific to the design class
of each design and the operations in𝑊 . Using these coefficients,
Cosine computes the overall 𝜙 of workload𝑊 , derives the speedup
using Equation 2, and computes the predicted end-to-end latency
using Equation 3. Once all designs specific to 𝑣𝑖, 𝑗 are evaluated,
Cosine ranks them and picks the one with the minimum end-to-end
latency for this VM. Cosine repeats this across the VM types of ℎ
and for all configurations within 𝐻𝑠𝑖 . At this step, we have partially
pruned inferior configurations within intra-VM design space but
we neither have a (i) continuum yet as every cloud cost may still
map to multiple performance points emanating from different con-
figurations nor (ii) a Pareto frontier because all performance points
are locally optimized for a certain cloud cost, i.e., increasing cloud
cost does not necessarily map to equal or better performance.
Navigating theNon-Integral Domain Space ofMemory.With
memory hopping Cosine considers designs around the non-integral
memory space of a VM, left and right of the best𝑀𝐵 value so far
(by a fixed amount equal to 𝜖 fraction of the total memory𝑀) using
binary search. Cosine examines the expected performance of the

new 𝑀𝐵 values (and derived 𝑀𝐵𝐹 , and 𝑀𝐹𝑃 ) with the previously
obtained values of 𝑇 , 𝐾 , and 𝑍 of the best design so far. Then, the
memory allocation with the best resulting performance is chosen.
With smaller 𝜖 the width of the adjacent hop regions shrinks at
the cost of increasing the number of different buffer values to be
checked. Cosine exposes 𝜖 as a tuning parameter and adopts a
default value of 0.1 which we find provides consistently a good
balance among search time and quality of results (shown in [2]).
Step 2: Generating Continuum for Each Provider. Cosine fur-
ther prunes configurations by iterating over all performance points
for all 𝑐 ∈ 𝐶 and 𝑠𝑖 ∈ 𝑆 . We partition the resulting mapping from
Step 1 into as many equal-sized disjoint partitions as the number
of cores of the machine where we run the cost-performance opti-
mization. We prune redundant configurations within each partition
to generate sub-continuums where a configuration Λ mapped to
cloud cost 𝑐 is pruned if (i) there is at least one configuration Λ′

at 𝑐 that is better than Λ or (ii) Cosine has already seen a better
configuration Λ′ that offers a lower latency at a lower cost 𝑐 ′ in
which case it augments Λ′ as a valid configuration at 𝑐 . After this
process finishes for all cloud costs within every partition, Cosine
examines the junction points of each partition to ensure Pareto
optimality. Let the current state of the cost-performance mapping
be denoted as Δ partitioned into 𝑘 partitions Δ1,Δ2, · · ·Δ𝑘 , then
we ensure that for any two consecutive partition Δ𝑖 and Δ𝑖+1, the
best (or the rightmost) latency point of Δ𝑖 is greater than or equal
to the worst (or the leftmost) latency point of Δ𝑖+1, i.e.,

min∀𝑐∈Δ𝑖
𝑓 (𝑐) ≥ max∀𝑐∈Δ𝑖+1 𝑓 (𝑐),∀0 < 𝑖 < 𝑘 − 1 (6)

If this condition fails, (i) we identify all points in Δ𝑖+1 that have
latencyworse than that of the best latency point ofΔ𝑖 and (ii) update
these points to min∀𝑐∈Δ𝑖

𝑓 (𝑐) thereby guaranteeing the property
of increased (or at least equal) performance with increased cost.
We repeat this step for each pair of consecutive partitions for each
provider. Thus, we obtain three different continuums which are
Pareto frontiers (one for each provider) where each cloud cost maps
to exactly one performance point.
Step 3: Generating Continuum Across Providers. Cosine it-
erates once again over all the cloud costs in 𝐶 and ranks these
configurations at each cost to generate a single cost-performance
continuum optimized across all providers, as also indicated in Fig-
ure 2 part C. At this point, we keep all three configurations from
different providers and do not prune any as it helps probing the
continuum for provider-specific questions that may arise as part of
Cosine’s what-if interactive reasoning.
Cloud Service Level Agreements. Cosine takes as an optional
input Cloud SLA requirements. SLAs are provisioning and mon-
itoring services that guarantee a threshold level of cloud service
quality [45, 66, 78]. Cosine supports five SLA features – (i) DB mi-
gration [28, 32, 63], (ii) operational and tooling support [31, 34, 60],
(iii) backup [13–15], (iv) reliability [29, 33, 61], and (v) availability
[30, 35, 62]. SLAs are mathematically quantified and exposed as
computable pricing models. If any SLA is required, then every cloud
cost 𝑐 ∈ 𝐶 is co-optimized for purchasing of hardware and SLAs.
As seen in Algorithm 2, Cosine ensures that (a) the combined price
of hardware and SLAs never exceeds 𝑐 and (b) all resource-SLA
permutations are considered.
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// Bloom filters + cold levels

// T is so large that 
there is only 1 level

// Bloom filters + no cold levels

Robustness. The actual workload may vary from the input work-
load𝑊 . To ensure robust designs Cosine adds “noise” by changing
the proportion of operations in𝑊 and by adding missing opera-
tions. This is set by default to 10% of noise which we find to give
consistent results across numerous diverse workloads [2].
Result: Navigating the Pareto Frontier.Creating the continuum
takes on average 40-50 seconds on our test machine (Sec. 7) for
all three cloud providers. Once the continuum is constructed, Co-
sine can instantly navigate it using a binary-search to generate the
optimal configuration Γoptimal (storage engine design, VMs, and
provider) for the available cloud budget and to also suggest neigh-
boring configurations with attractive budget-performance balances.
Finally, the continuum enables what-if capability: designers can
interactively query Cosine to get the optimal configuration for any
budget or performance point (given𝑊 ).

6 RUST CODE TEMPLATE
Once the search process terminates, Cosine uses the resulting design
to setup the code for the target storage engine. Cloud logistics
have to be addressed a priori, e.g., creating and setting up cloud
contracts. Cosine includes a templated key-value engine which
consists of Rust library crates for every component of the storage
engine template in Table 1. Each crate containerizes the structure
and capacity of a storage component and also offers its own set
of Rust Traits that define how it can be created or accessed for
reads and writes, garbage collection, capacity checks, and inter-crate
interactions. Cosine also maintains a wrapper crate for the entire
storage engine the traits of which directly link to that of the buffer
and the main tree. By using the values of the layout primitives in
the target design Cosine initializes the code template.

In addition to the layout primitives, Cosine’s engine template
contains a set of algorithmic abstractions. Each algorithmic abstrac-
tion not only indicates a core functionality of the storage engine
but also controls the granularity at which the functionality is in-
duced within the engine. Table 1 shows all such primitives and
their definitions. For example, <restructuring strategy> de-
notes how data is restructured (B-trees), merged (LSH-tables), or
compacted (LSM-trees) across diverse designs. Based on the re-
sulting engine design from the search process, Cosine determines
which algorithmic primitives are the best fit. For instance, the ab-
sence of Bloom filters (𝑀𝐵𝐹 = 0) means that the design is not in the
LSM class. If the class is LSM, merging starts from the first run of a
level and so Cosine sets run_strategy = full whereas in B-trees,

run and level are synonymous as merges happen at the granular-
ity of files (run_strategy = none, file_picking_strategy =
choose_first). Similarly, for concurrency, Cosine uses the learned
coefficient (𝜙) of the workload on the chosen design class to set
the degrees of parallelism to the point where Equation 2 converges
or speedup does not improve by adding more cores. Algorithm 3
shows the primary rules to setup the template given a data layout.

7 EXPERIMENTAL EVALUATION
We now demonstrate the self-designing ability of Cosine. First, we
verify Cosine’s cost model with diverse storage engine designs,
workloads and cloud budgets. Then, we show that Cosine scales
with data, workload diversity, and cloud budget, outperforming
state-of-the-art engines by up to an order of magnitude.
Baselines. We compare Cosine against three state-of-the-art stor-
age engines of diverse designs, RocksDB (LSM-tree) [56],WiredTiger
(B-tree) [120], and FASTER (LSH-table) [43]. We set each of these
baselines to their default configuration. As RocksDB does not sup-
port the existence of cold levels, we allocate as much memory for
fence pointers as needed to cover to all disk-resident blocks. We
use the default size ratio (𝑇 = 10) and the Bloom filter policy with
10 bits per key. For WiredTiger, we set the size of the leaf nodes
and the internal nodes to the default of 32KB and 4KB, respectively.
We use the default fanout of 32 (𝑇 = 32). For FASTER, we assign
the default memory to accommodate 1

8𝑡ℎ keys in the hashtable. For
all baselines, we allocate 1 GB to the in-memory buffer.
Workloads.We extend the standard key-value benchmark, YCSB
[46]; we cover all core YCSB workloads A-F, but we also test with
several variations with different distributions such as, uniform,
zipfian, and normal corresponding to diverse real-life applications
such as graph processing in social media [27, 59], web applications
[119] and event log processing [42]. We include the workloads
which are known to be favorable for the baselines, i.e., write-heavy
workloads which favor FASTER [43], range query heavy workloads
which favor WiredTiger [82], and mixed workloads which favor
RocksDB [56]. We experiment with 100M records each of length
1024 bytes (128 for integer keys & 896 for values).
Cloud Pricing. We use 7 VMs from each cloud provider: r5 from
AWS, n1-highmem from GCP, and E2-64 v3 from Azure. The VMs
have diverse CPU andmemory properties with hourly rates ranging
from $0.09 to $4.36 in AWS, $0.07 to $3.57 in GCP, and $0.07 to
$2.50 in Azure. For SSD storage, we set $0.1 per GB-month for AWS
(beyond 75 GB which is a free slab) and $0.24 per GB-month for
GCP with maximum allowed throughput set at 15𝐾 IOPS and 30𝐾
IOPS, respectively. Azure employs flat storage prices for different
storage slabs from $5.28 to $259.05 for storage slabs ranging from
32 GB (120 IOPS) to 2 TB (7500 IOPS), respectively. We use the
publicly available quotations of the three cloud providers [3, 8, 11].
Hardware. For computing Cosine’s storage engine configurations,
we use a machine with Core i5 processor and 16GB DDR4 RAM.

7.1 Verifying the Accuracy of Cosine’s Models
Cosine’s potential as a self-designing storage engine depends on
the accuracy of its cost models across the entire space of storage
engine designs, hardware, data, operations, and cloud budgets.

120



1.   
2.
3.
4.
5.

0.8
0.5
0.2
0.5
0.2

p_put

0.8
0.8
0.8
0.5
0.2

p_get
Workload 

ID

(A) Distribution 
parameters used for (B) (B) 75 combinations with existing designs (5 workloads x 5 operations x 3 storage engines)

Workloads

lookup, zipf
insert, zipf

blind-update, 
zipf

read-modify-write, 
normal range, normal

Workloads Workloads Workloads Workloads

(color-codes w.r.t the engine)
Cosine Modelactual Distribution-aware+Worst-case Actual 

RocksDB+ WiredTiger + FASTER +
2M
3M
5M
5M
5M

<latexit sha1_base64="uCeCkwTntU7IFjePzaBDDWD1xTE=">AAAB6nicbVBNSwMxEJ3Ur1q/qh69BIvgqewWUY9FLx4r2g9ol5JNs21okl2SrFCW/gQvHhTx6i/y5r8xbfegrQ8GHu/NMDMvTAQ31vO+UWFtfWNzq7hd2tnd2z8oHx61TJxqypo0FrHuhMQwwRVrWm4F6ySaERkK1g7HtzO//cS04bF6tJOEBZIMFY84JdZJDz2Z9ssVr+rNgVeJn5MK5Gj0y1+9QUxTyZSlghjT9b3EBhnRllPBpqVealhC6JgMWddRRSQzQTY/dYrPnDLAUaxdKYvn6u+JjEhjJjJ0nZLYkVn2ZuJ/Xje10XWQcZWklim6WBSlAtsYz/7GA64ZtWLiCKGau1sxHRFNqHXplFwI/vLLq6RVq/qX1dr9RaV+k8dRhBM4hXPw4QrqcAcNaAKFITzDK7whgV7QO/pYtBZQPnMMf4A+fwBfqI3d</latexit>µ
1000
10000
10000 
1000
100

<latexit sha1_base64="+QEJNuyxbank3U3v1VkBjLYmsJs=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKewGUY9BLx4jmAckS5idzCZj5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0cto1JNaJMornQnwoZyJmnTMstpJ9EUi4jTdjS+nfntJ6oNU/LBThIaCjyULGYEWye1eoYNBe6XK37VnwOtkiAnFcjR6Je/egNFUkGlJRwb0w38xIYZ1pYRTqelXmpogskYD2nXUYkFNWE2v3aKzpwyQLHSrqRFc/X3RIaFMRMRuU6B7cgsezPxP6+b2vg6zJhMUkslWSyKU46sQrPX0YBpSiyfOIKJZu5WREZYY2JdQCUXQrD88ipp1arBZbV2f1Gp3+RxFOEETuEcAriCOtxBA5pA4BGe4RXePOW9eO/ex6K14OUzx/AH3ucPnqmPKg==</latexit>�
Zipfian Normal

1 2 3 4 5
0

1

2

3

I/O
s p

er
 q

ue
ry

1 2 3 4 5
0

2

4

6

1 2 3 4 5
0

1

2

3

1 2 3 4 5
0

4

8

1 2 3 4 5
0

1

2

4

Figure 3: Accurately capturing the cost of running diverse operations on existing storage engine designs.
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Figure 4: Accurately predicting I/O, CPU, and cloud cost with query and h/w parallelism for diverse new and existing designs.

Step 1: State-of-the Art Engines. First, we show that Cosine can
accurately capture the I/Os of diverse engine designs for all core
key-value operations. For each operation we compare the actual
performance of each engine - we measure the mean incurred I/Os -
against the predicted I/Os by the Cosine model, using the initializa-
tions of Table 1 for each engine. We test with 100M entries, 10M
queries (for each operation type) and various skewed distributions
varying D𝑔𝑒𝑡 and D𝑝𝑢𝑡 to represent zipfian and normal distribu-
tions as shown in Figure 3(A). Figure 3(B) shows that as we vary
workloads and distributions, (1) the shape of the predicted I/Os
matches that of the actual I/Os for all engines and distributions and
(2) the error is extremely small with an average accuracy of 89%,
86%, and 93% for RocksDB, WiredTiger, FASTER, respectively. For a
better understanding of the need for distribution-aware models, we
also compare against the worst case models we introduced [73] for
the data layout primitives. The Cosine model is drastically superior,
e.g., for zipfian lookups with 𝑝𝑔𝑒𝑡 = 0.8 or normally distributed
rmws on FASTER or WiredTiger, most of the keys are in cache
or buffer thereby leading to less I/Os per operation, whereas, the
worst-case model still accounts at least 1 I/O for each lookup.
Step 2: New/Hybrid Engines. Next, we verify the model against
several new engine designs which are hybrids of Cosine’s core
design classes. We generate 30 new engine designs by varying one
design primitive at a time. To test the performance of these new
engines, we deploy the Rust implementation of the Cosine template.
Similar to the observations in Figure 3(B), Figure 4(A) shows an

average accuracy of 94% in predicting the performance of diverse
storage engines across two of the core key-value operations.
Step 3: Concurrency-Aware CPU Modeling. We now switch
from individual operations to full-fledged workloads and move on
from I/Os to end-to-end latency using also Cosine’s learned CPU
model. Figure 4(B) depicts results using YCSB A with 25% of each
operation: lookups, inserts, blind updates, and rmws, and as we vary
query parallelism and CPU cores. It shows results with all baselines
as well as with Cosine’s optimal auto-designed engine. The results
include both the actual runtimes and the predicted performance
by the Cosine model. For all degrees of parallelism in Figure 4(B)
and for all engine designs, Cosine’s prediction accuracy never falls
below 82% and achieves a maximum of 90%.
Step 4: Cloud Cost. We now demonstrate that Cosine can accu-
rately translate performance estimations to cloud cost. We use
Azure and compare the cloud cost and performance estimations of
Cosine with the actual monetary cost incurred and the throughput
achieved when running the codebase produced by Cosine on the
cloud. We use five VM types: B1|s, B1s, B1ms, A1_v2, and D1_v2
and a YCSB A workload variant. We run this experiment on a dis-
tributed setup with a cluster size of 3 VMs. Then, the cloud cost
varies from $11.4/month to $159.87/month [11, 16] for running the
same workload with the optimal configurations in each case. Figure
4(C) shows that the averaging over all budget points and YCSB
A variants, the predicted performance is accurate to up to 91%.
Depending on the availability of VMs, there can be a variability
of up to 15% on cloud-cost for the same performance (each VM is
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Figure 5: Cosine outperforms existing storage engine across diverse workloads and cloud budgets.

charged differently across different Azure data centers). To include
this variability, we plot with error bars the minimum and maximum
price of each VM type across 6 data centers in the United States.

Overall the results in this section show that the Cosine model
satisfies all quality properties: (1) precision as it maintains an aver-
age accuracy of 89% across storage engine designs, operations, and
distributions, (2) consistency as the shape of estimation matches
that of the actual curve in all experiments, and (3) conservation as
in almost all scenarios, we notice errors due to over-estimation and
not under-estimation. Cosine never exceeds the budget by more
than 15% or misses the performance target by more than 12%.

7.2 Outperforming State-of-the-art Engines
Next we demonstrate that given a workload and budget, Cosine
can search over a massive space of possible storage engine designs
to find and take the shape of the best design that significantly
outperforms state-of-the-art systems while also choosing the best
cloud provider and hardware (VM) for deployment to balance both
cloud cost and performance. Now that we have proven the accuracy
of the Cosine models, we use the models to generate the results
of these experiments as we would otherwise need a budget in the
order of 8 million dollars. We verify the cost-performance mapping
for each provider using their price calculators [5–7].
Scaling with diverse Workloads and Cloud Budgets. Figure 5
shows results from ten workloads. (A)-(C) and (F)-(H) are work-
loads with a one dominant query type whereas (D)-(E) and (I)-(J)
are mixed workloads with varied composition of operations, as
indicated on top of each graph. For each experiment, we vary the
budget in ($/month) and for each budget, we plot the throughput
for RocksDB, WiredTiger, FASTER, and Cosine (best design chosen
for each budget/workload). We also explicitly show some of the re-
sulting Cosine designs and the dominant class of the chosen Cosine

design at each point by color coding (e.g., B-tree based). The result-
ing cloud provider is indicated by the point used for each budget
and we set AWS as the default cloud provider for the baselines.

For all workloads in Figure 5, Cosine either outperforms or
matches RocksDB, WiredTiger, and FASTER. Cosine’s performance
gain grows with more budget because hardware and design are
not co-optimized in fixed engines while Cosine morphs to the best
design to co-optimize for the workload, budget, and available hard-
ware. For example, by capturing early-stopping and infrequent
merging within its distribution-aware cost model and by finding
out the optimal level of parallelism with its learned model, Cosine
is able to allocate memory across the buffer, bloom filters, and fence
pointers optimally. For instance, as the budget increases for mixed
workloads (5(D)), Cosine’s optimal configuration uses the same
memory footprint but switches the storage engine design from
B-tree-like to LSH-like and the cloud provider from AWS to Azure.
This is because (i) unlike B-trees, LSH-tables are fundamentally
read-write-optimized at the cost of high memory and (ii) memory
is cheaper in Azure, compared to AWS. Even with a reduced IOPS
rate in Azure, the LSH-Azure combination emerges as the optimal
one for higher budgets. Cosine also brings out observations that
enhance conventional wisdom. For instance, Cosine pickes B-tree
class of designs as the workload consists of range-intensive oper-
ations (5(G)). However, when the workload changes such that a
significant proportion of those operations are empty (5(H)), then Co-
sine chose the LSM-class of design by utilizing an in-memory range
filter (Rosetta [90]). Making such choices manually is extremely
complex and non-intuitive as conventional wisdom suggests that
LSM designs are not optimized for range queries.
Scaling With Data. We now show that Cosine scales better not
only with budget and workloads but also with data. In this ex-
periment, data grows from 1 to 100 billion entries; for every 10%
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Figure 6: Cosine scales (A); is robust (B); adapts to SLAs (C).
growth in data we increase the budget by $10K to accommodate
additional storage and computation requirements. We test for two
YCSB variants. Figure 6(A.i) shows that Cosine scales better by
up to 80X, 40X, and 7X compared to RocksDB, WiredTiger, and
FASTER respectively. This is because when searching for the opti-
mal engine, Cosine’s synthesis assumes that the underlying data
structures in the candidate designs are full. This allows Cosine to (i)
eliminate configurations that are likely to grow disproportionately
(or proportionately) for uniform (or skewed) workloads and (ii)
pick configurations that amortize the cost over large data. When
workloads have range queries as in Figure 6(A.ii), the benefit is
slightly smaller as a range query involves reading multiple pages
which dominate cost; Cosine still improves by 40x and 15x over
RocksDB and WiredTiger, respectively.

Overall, across all workloads, budgets and data sizes in Figures
5 and 6, Cosine improves on average by 53x, 25x, and 20x com-
pared to RocksDB, WiredTiger, and FASTER, respectively and for
many contexts the benefit can be be up to 100x. For certain points
across all figures, there are no numbers for RocksDB, WiredTiger,
or FASTER. This is due to insufficient budget. For example, with
AWS, RocksDB needs to always use at least $20K/month to maintain
good performance by keeping its bloom filters in memory (with 10
bits/entry). Similarly, FASTER needs at least $45K/month for good
performance to be able to hash about 1

8th of the data in-memory

which requires 7400 GB of memory ( 10
12

8 ∗ 64 ∗ (1 + 1
2048 ) with

𝐵 = 2048) which is 21 VMs of type 𝑟5𝑑.12𝑥 large in AWS. Instead,
Cosine is able to find a viable storage engine design for any budget.
Cosine is Robust. We now show that Cosine provides robust per-
formance if the expected workload varies from the actual workload.
Here Cosine expects a YCSB D variant workload with 50% lookups
and 50% inserts and is given a budget of $20K per month. The ac-
tual workload that arrives includes 10𝑥𝑉% new operations: 45%
lookups, 45% inserts, and 3.33𝑥𝑉% blind updates, 3.33𝑥𝑉% rmws,
and 3.33𝑥𝑉% range queries. We vary the actual workload by either
altering the proportion of operations (𝑉 ) and track the performance
loss by testing against the optimal design that Cosine would create
if it was given the actual workload. Figure 6(B) shows that Cosine

can accommodate up to 40% of workload changes in composition
of operations. It has a negligible performance loss of 0.3%, whereas
RocksDB and WiredTiger incur a loss of 16x and 3x, respectively.
FASTER incurs a 100x loss due to range queries.
SLAs. Finally, Figure 6(C) shows that as we add SLA requirements,
Cosine utilizes the budget to maximize perfomance by coming up
with new engine designs and cloud configurations.

8 RELATEDWORK
Cosine is part of an ongoing effort in the systems community to
design systems that learn and adapt: Learned systems [75, 84, 85],
adaptive indexing [74], and learned-tuning [100, 110] are all related
areas of research but orthogonal directions. First, Cosine offers
a drastically different methodology by exhaustively utilizing our
knowledge as system designers to craft an extensive design space for
the core design decisions of storage engines and uses both analytical
and learned cost models to rank those designs. This brings fast and
robust design space navigation to achieve self-designing properties.
Second, Cosine focuses specifically on key-value storage engines
[70, 105, 106, 114, 121, 124] and co-designs the whole self-designing
process with cloud cost policies and deployment.

Bourbon [49] is a modification of WiscKey [88] that replaces
the fence pointers in an LSM-tree based key-value store with a
learned model. Distributed key-value stores can also use learned
components for purposes such as caching hot key-value data closer
to the client for less network cost [118], and responsively adjusting
in-memory component tuning to changing workload conditions
[110, 122]. Learned components are orthogonal to Cosine which
offers a framework to model the whole key-value store engine space.
For example an LSM-tree system such as Bourbon that replaces an
existing component with a learned component that does the same
work is still an LSM-tree system with the same core properties.
Instead, Cosine’s first principles approach gives the ability to span
design classes and offers scalability in workload diversity. Learned
components can be integrated into the Cosine template and models
so that they can be considered as part of the engine design space.
Other Related Areas. In [2], we discuss the related areas of multi-
node cloud cluster management [21, 25, 37, 65, 81, 123], cloud re-
source pricing, utilization and guarantees [38, 69, 94, 113], and other
data management work in cost optimization [22, 44, 50, 107, 109].

9 LIMITATIONS & OPPORTUNITIES
Given the vast space of considerations with storage engines there
are several limitations and open topics we do not cover in this
paper but offer exciting areas for future work towards full blown
self-designing storage engines such as workload forecasting, dis-
tributed processing, on-the-fly adaptation, adoption of learned com-
ponents, and even extending to data models beyond the key-value
paradigm. For example, in the spirit of online database tuning [41]
online adaptivity for self-designing storage engines can utilize the
Cosine models to reevaluate the design periodically and then there
is the additional problem of transitioning the engine design with
minimum data movement. Our early results for online-adaptivity
show promising signs across diverse designs [80, 91].
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