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Abstract

This paper describes the participation of MIRACL&s@arch consortium at the ImageCLEF
Medical Image Annotation task of ImageCLEF 2008lof of effort was invested this year to
develop our own image analysis system, based on IMMBT to be used in our experiments. This
system extracts a variety of global and local fesgtuncluding histogram, image statistics, Gabor
features, fractal dimension, DCT and DWT coeffitéeMamura features and coocurrency matrix
statistics. Then a k-Nearest Neighbour algorithralyes the extracted image feature vectors to
determine the IRMA code associated to a given imaige focus of our experiments is mainly to
test and evaluate this system in-depth and to naakemparison among diverse configuration
parameters such as number of images for the ratevéeedback to use in the classification
module.

Categories and Subject Descriptors

H.3 [Information Storage and Retrieval]: H.3.1 Content Analysis and Indexing; H.3.2 Infation Storage;
H.3.3 Information Search and Retrieval; H.3.4 Systand Software; H.3.7 Digital libraries.
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1. Introduction

MIRACLE team is a research consortium formed byaesh groups of three different universities in kiéd
(Universidad Politécnica de Madrid, Universidad éngma de Madrid and Universidad Carlos Il de Madri
along with DAEDALUS, a small/medium size enterpr{SME) founded in 1998 as a spin-off of two of thes
groups and a leading company in the field of lisgjaitechnologies in Spain. MIRACLE has taken part
CLEF since 2003 in many different tracks and tasi@uding the main bilingual, monolingual and @dimgual
tasks as well as in ImageCLEF, Question AnswerliMgbCLEF, GeoCLEF and VideoCLEF (VID2RSS)
tracks.

This paper describes our participation in the Madimage Annotation task of ImageCLEF 2008 [6]. ey,
the objective of this task is to provide the IRMinége Retrieval in Medical Applications) code [4} feach
image of a given set of 1,000 previously unseenicaédradiological) images covering different meaic
pathologies. Over 12,000 classified training imagese provided this year to be used in any wayamta
classifier. This task uses no textual informatiout, only image-content information.

While in previous participations [5] [7] we apprd&d this task as a machine learning problem, réggsdf the
domain, as our areas of expertise did not inclutgege analysis research [2] [3], a lot of effort wagested last
year to develop our own image analysis system,cbareMATLAB, to be used in our experiments. Thuswn
the main purpose of our experiments is to testevaduate this system in-depth and make a compasasmng
diverse configuration parameters such as numbienades for the relevance feedback to use in thesifleation
module.



2. Description of Experiments
The architecture of our system is composed of diffefunctional blocks:

e Feature extraction module: in charge of the calculation and extraction ofaiety of features of each
image, both the training set used to build thesilies and the test set that is to be actuallysifeesi.
This module has been entirely developed using MABL#nd extracts vectors with a total of 3,741
features for each image.

Images are converted to gray-scale, rescaled w2BB6pixels and the following features are extracte

0 Global features: gray histogram (128 levels of gray), image stiags (mean, median,
variance, maximum singular value, skewness andgisrf), Gabor features (4 scales, 6 filter
orientations), fractal dimension, Discrete Cosineanbform (DCT) coefficients, Discrete
Wavelet Transform (DWT) coefficients, Tamura feagi(coarseness, contrast, directionality),
and coocurrency matrix statistics (energy, entrgpytrast, homogeneity, correlation)

0 Local features. images are cut up into 64x64 pixel blocks andhttie previous features are
extracted for each block.

e Classfier: determines the IRMA code associated to a giveagen from its feature vector and the
feature matrix of the training set. The classifiemternally composed of two blocks: an initial dute
in charge of selecting those images in the traisigigwhose vectors are at a distance lower thavea g
threshold from the vector associated to the imagelassify, and then a second module that actually
generates the IRMA code, depending on the codesianildirity of nearby images.

Finally, we submitted four runs to be evaluatedcdibed in Table 1. For all of them, the returnetiA code is
generated from the combination of the first N img@ge the training set that are most similar to ithage to
classify. The combination consists of a simple fadd” of strings characters in which, if both chaters are
different, the result is the wildcard “*" represeng the ambiguity (or “hesitation” to choose). Tlagorithm
actually could be considered as a variation ofdlassical k-Nearest Neighbour algorithm [8] witlsgecific
definition of the generating the output class.

Additionally, two runs use relevance feedback (RRh the first two images in the training set tlaae at a
lowest distance. Vectors of those images are addddaveraged to build a new vector that is usedjdierying
the system again.

Table 1. Experiment set

Run Identifier Description
MIRACLE-2I-0F Merge code of 2 first results
MIRACLE-3I-0F Merge code of 3 first results
MIRACLE-2I-2F Merge code of 2 first results + RF with 2 images
MIRACLE-3I-2F Merge code of 3 first results + RF with 2 images

3. Results

Results are shown in Table 2. The “Error scoretigoi contains the experiment score as computedebtatk
organizers [1]. This score is defined so as to lmnavrong decisions that are easy to take (iteere are few
possible choices at that node) over wrong decigiliffisult to take (i.e., there are many possibhmices at that
node). Furthermore, it also penalizes wrong degtsat an early stage in the code (higher up inRMA code

hierarchy) over wrong decisions at a later stagevdt down in the hierarchy). The “Well Classifiec8lumn

shows the actual number of images with completeecopredicted code. The “Bad-Classified” columowh

the number of images with error score equal to\irdng prediction of all code axis).

Table 2. Results of experiments

Run Identifier  Error Score Well Classified Bad Classified

MIRACLE-2I-0OF 190.38 219 0
MIRACLE-3I-0F 187.90 144 0
MIRACLE-2I-2F 190.38 219 0
MIRACL E-3I-2F 194.26 167 0




The best score is achieved by the run that comhihreesodes of the first 3 images, with no relevafieeslback.
Moreover, runs using the codes of the first 2 insageem to get the same final score no matter efvagice
feedback is considered or not. However, the aralggis-by-axis shows interesting differences thél ve
described later.

Table 3 shows the average results from all groGpsaparing our scores to the scores of other ppaiits in the
task, we achieve average results and rdhéut of 6 groups.

Table 3. Summary of results

Maximum error score 313.01
Minimum error score 74.92
Averageerror score 169.71
Modeerror score 190.38
Number of runs 24

Table 4 shows an axis-by-axis analysis of the tes#or each of the four axis of the IRMA codesttable
shows the “Error Score”, calculated as the sunmhefdrrors made for each image, and the number agesin
which the full prediction of the axis (i.e., no ddlards in the output) is correct.

Table 4. Axis-by-axis analysis

T-AXis D-AXxis B-Axis A-AXis
Error Well Error Well Error Well Error Well
Score Classified! Score Classified! Score Classified! Score Classified
MIRACLE-2I-0Fi 5.24 852 318.04 381 362.56 283 75.6 789
MIRACLE-3I-0F; 6.32 808 {309.78 293 367.82 206 67.67 735
MIRACLE-2I-2F: 5.24 852 318.04 381 362.56 283 75.67 789
MIRACLE-3I-2Fi 6.12 818 322.09 318 374.74 235 74.07 744

Run I dentifier

Next figures allow to make a graphical comparisbthe results obtained by each experiment, showty the
global evaluation of the experiment and the spedafialuation of each individual axis. Figure 1 shotve
number of images for which the complete code (ndaairds) has been correctly predicted. Figure 2vshibe
number of images for which the complete predictibthe axis is completely wrong.
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Figure 1. Correctly predicted axis

As observed in the previous figure, the Technialahd Anatomical (A) axis are the best predicteid,avith a
significant difference with respect to the othétswever this is misleading in the case of the Texdiraxis, as



the value of this axis for all images to classgyeither “1121”, “1123", “1124” or “112d", thus, ipractice,
having to decide only among four codes — in fa8%%f the images have “1121” and 4% have "1124".
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Figure 2. Incorrectly predicted axis

4. Conclusionsand Future Work

Based on the analysis performed over each axidjr8teconclusion to be drawn is that the first weqmint of
our experiments is the prediction of the Directi@) and Biological (B) axis. Some extra effort mumss
invested on determining which image features cbeldnost useful to predict those axis.

In addition, it can be observed that although thmiper of incorrect predictions is relatively lowjs does not
correspond to a high number of correct predictigvtsich in fact is also relatively low), as it woute expected
applying a binary “correct” vs. “incorrect” logidhis is due to the fact that, as the cost of makingncorrect
decision is higher than the cost of not actuallkimg a decision, the design criteria of the sysisriased for
“hesitation”, i.e., the system is very cautious asdigns a wildcard “*” if there is any kind of aigbity. This
explanation also confirmed by the result of the thet takes 3 codes for generating the final IRMAe: when
the number of codes increases, so ambiguity dbes,the number of complete correct predictionseabsas and
also the error score.

Finally, in all runs, the calculation of the distenamong vectors assigns the same weight to eumesndion of
the vectors, regardless of the nature of the featarwhich this component belongs and/or the nundfer
components belonging to that feature. This wasaflgtour mistake when carrying out the experimemtd the
feature matrix should have been divided into tHéedint feature sub-matrixes that employ differdistances
for calculating similarity and are combined to eather using different weight strategies. For ghis will be
taken into account for future participations.
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