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Abstract. In this paper, we describe our caption prediction and con-
cept detection systems submitted for the ImageCLEF 2017 challenge.
We submitted four runs for the caption prediction task and three runs
for the concept detection task by using an attention-based image caption
generation framework. The attention mechanism automatically learns to
emphasize on salient parts of the medical image while generating corre-
sponding words in the output for the caption prediction task and cor-
responding clinical concepts for the concept detection task. Our system
was ranked first in the caption prediction task while showed a decent
performance in the concept detection task. We present the evaluation
results with detailed comparison and analysis of our different runs.
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1 Introduction

Automatically understanding the content of an image and describing in natural
language is a challenging task which has gained a lot of attention from com-
puter vision and natural language processing researchers in recent years through
various challenges for visual recognition and caption generation [1, 2]. Due to
the ever-increasing number of images in the medical domain that are generated
across the clinical diagnostic pipeline, automated understanding of the image
content could especially be beneficial for clinicians to provide useful insights
and reduce the significant burden on the overall workflow across the care contin-
uum. Motivated by this need for automated image understanding methods in the
healthcare domain, ImageCLEF3 organized its first caption prediction and con-
cept detection tasks in 2017 [3, 4]. The main objective of the concept detection
task was to retrieve the relevant clinical concepts that are reflected in a medi-
cal image whereas in the caption prediction task, participants were supposed to

3 http://www.imageclef.org/2017/caption



leverage the clinical concept vocabulary created in the concept detection task
towards generating a coherent caption for each medical image.

The recent advances in deep neural networks have been shown to work well
for large scale image processing, classification and captioning tasks. Specifically,
the combined use of deep convolutional neural networks (CNN) with recurrent
neural networks (RNN) has demonstrated superior performance for these tasks
[5–11] based on the use of sequence to sequence learning and encoder-decoder-
based frameworks for neural machine translation [12–14].

Motivated by the success of such prior works, we use an encoder-decoder
based deep neural network architecture for the caption prediction task [9], where
the encoder uses a deep CNN [5] to encode a raw medical image to a feature rep-
resentation, which is in turn decoded using an attention-based RNN to generate
the most relevant caption for the given image. We follow a similar approach to
address the concept detection task by treating it as a text generation problem.
Our system was ranked first in the caption prediction task while showed a decent
performance in the concept detection task. In the next sections, we discuss the
experimental settings, present the evaluation results with analysis, and conclude
the paper.

2 Experimental Setup

2.1 Data

The training data contains 164,614 biomedical images with associated clinical
concepts or captions extracted from PubMed Central4. Furthermore, 10K images
per task are provided as the validation set while 10K additional images are
provided as the test set for both tasks.

2.2 Training

We use an encoder-decoder-based framework that uses a CNN-based architecture
to extract the image feature representation and a RNN-based architecture with
an attention-based mechanism to translate the image feature representation to
relevant captions [9]. We use the VGGnet-19 [5] deep CNN model pre-trained
on the ImageNet dataset [6] with fine tuning on the given ImageCLEF training
dataset to extract the image feature representation from a lower convolution
layer such that the decoder can focus on the salient aspects of the image via an
attention mechanism.

The decoder uses a long short-term memory (LSTM) network [15] with a
soft attention mechanism [12, 9] that generates a caption by predicting one word
at every time step based on a context vector (which represents the important
parts of the image to focus on), the previous hidden state, and the previously
generated words.

4 https://www.ncbi.nlm.nih.gov/pmc/



Our models are trained with stochastic gradient descent using Adam [16]
as the adaptive learning rate algorithm and dropout [17] as the regularization
mechanism. Our models were trained with two NVIDIA Tesla M40 GPUs.

2.3 Run Description

For the caption prediction task, we submitted four runs as follows:

– Run1: This run does not consider any semantic pre-processing of the cap-
tions; the entire training and validation set are used to train the model as
described in Section 2.2.

– Run2: This run considers semantic pre-processing of captions using MetaMap
[18] and the Unified Medical Language System (UMLS) metathesaurus [19],
initially trained on the modified VGG19 model with a randomly selected
subset of 20K ImageCLEF training images to automatically generate image
features and classify the imaging modality, and then finally trained as de-
scribed in Section 2.2 with a random subset of 24K training images and 2K
validation images to minimize time and computational complexity.

– Run3: This run is similar to Run1 with automatic generation of UMLS
concept unique identifiers (CUIs) using the training dataset for the concept
detection task, instead of the captions from the caption prediction task, and
then replacing the CUIs (generated for the test set) with the longest relevant
clinical terms from the UMLS metathesaurus as the caption.

– Run4: This run is similar to Run3 where we replace the CUIs (generated
for the test set) with all relevant clinical terms (including synonyms) from
the UMLS metathesaurus as the caption.

For the concept detection task, we submitted three runs as follows:

– Run1: In this run, we consider the task as a sequence-to-sequence generation
problem similar to caption generation, where the CUIs associated with an
image are simply treated as a sequence of concepts; the entire training and
validation set are used to train the model as described in Section 2.2.

– Run2: This run is created by simply transforming the generated captions
(for the test set) from Run1 of the caption prediction task by replacing
clinical terms with the best possible CUIs from the UMLS metathesaurus.

– Run3: This run is created by simply transforming the generated captions
(for the test set) from Run2 of the caption prediction task by replacing
clinical terms with the best possible CUIs from the UMLS metathesaurus.

2.4 Evaluation and Analysis

The evaluation for the caption prediction task is conducted using the well-known
metric for machine translation, BLEU [20] whereas F1 score is used to evaluate
the concept detection systems. Table 1 and Table 2 show the evaluation results.

We can see that for the caption prediction task, Run4 and Run1 achieved
high scores denoting the effectiveness of our approach. Overall, our system was



ranked first in the caption prediction task. Run4 is better as it includes all
possible terms from the ontologies in the generated caption but trades-off the
coherence of the caption. Hence, this approach increases the BLEU scores, which
essentially computes exact word overlaps between the generated caption and the
ground truth caption. Run2 likely suffered from the limited training data whereas
Run3 has a lower score as it accepts only the longest possible clinical term as a
replacement for a CUI in the caption.

For the concept detection task, Run1 performed reasonably well, but shows
that there is still room for improvement. We may consider treating the task as
a multi-label classification problem to achieve possible improvements. Run2 and
Run3 were limited due to the 2-step translation of clinical terms to CUIs from
the generated captions of the other task, which potentially indicates propagation
of errors in learning the captions to the downstream task.

Runs Mean BLEU score

Run1 0.2638

Run2 0.1107

Run3 0.1801

Run4 0.3211
Table 1. Evaluation of caption prediction runs

Runs Mean F1 score

Run1 0.1208

Run2 0.0234

Run3 0.0215
Table 2. Evaluation of concept detection runs

3 Conclusion

We presented the details of our participation in the caption prediction and con-
cept detection tasks of the ImageCLEF 2017 challenge. Our system was ranked
first in the caption prediction task and showed decent performance in the con-
cept detection task. Overall, evaluation results showed the effectiveness of our
approach. We highlighted potential reasons for errors in our submissions and
discussed future work to consider for improved results.
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