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Abstract. We propose a novel method for learning Chinese word embeddings.
Different from previous approaches, we investigate the effectiveness of the Chi-
nese stroke-level information when learning Chinese word embeddings. Empir-
ically, our model consistently outperforms several state-of-the-art methods, in-
cluding skipgram, cbow, GloVe and CWE, on the standard word similarity and
word analogy tasks.
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1 Introduction
Wikipedia is one of the most important knowledge bases for many semantic web tasks
[1, 3, 13]. With the extensive development of deep learning, word (or concept) embed-
dings are more and more widely used in entity linking [12], question-answering [11],
knowledge representation [9], and so on. Therefore, learning better word embeddings
on Wikipedia has profound significance to improve such tasks.

Most existing research efforts on learning word embeddings have conducted exper-
iments on the English Wikipedia data, which were shown effective [6, 10]. However,
with the availability of the large amount of Chinese Wikipedia pages, how to develop
word embedding learning models that can specifically exploit the unique characteristics
associated with the Chinese language becomes an important topic.

Existing works such as CWE [2] yield better results by incorporating Chinese char-
acters as subword information. We further investigate finer grained structural informa-
tion than character-level information for capturing Chinese word embeddings. Specifi-
cally, we investigate the usefulness of stroke-level information for such a task.

Fig. 1. Character v.s. stroke n-gram

As shown in Fig. 1, “木材 (timber)” and “森林 (forest)” are two semantically re-
lated words. There is no information that is shared across them at the character level.
However, these two words are semantically related, and this can be captured by their
stroke-level n-gram information that yields the common semantically meaningful com-
ponent “木 (wood)”.
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2 Our Model
2.1 Stroke n-grams
In general, Chinese strokes can be summarized in five different types, i.e., horizontal
stroke, vertical stroke, left-falling stroke, right falling stroke and turning stroke. We
convert a word into stroke n-grams with four steps:

1. break down a word into characters;
2. obtain stroke sequence of each character by character-stroke mapping table;
3. concatenate such sequences of characters in a word;
4. use a sliding window with size n to generate stroke n-grams.

2.2 Objective Function
word2vec [6, 7] aims to measure the semantic similarity between current word and its
context words, where each word is treated as an atomic unit. In contrast, we split the
current word w into stroke n-gram collection S(w) and retain its context words. As
such, we define the following similarity function:

sim(w, c) =
∑

q∈S(w)

q · c (1)

where sim(w, c) is the similarity score between current word w and a context word
c, q is an entry of collection S(w), where q is the embedding of q. Inspired by NCE
(noise-contrastive estimation) technology [4, 7, 8], we aim to optimize:

L =
∑
w∈D

∑
c∈T (w)

(
log σ(sim(w, c)) + λEc′∼P [log σ(−sim(w, c′))]

)
(2)

where L is the objective function, D is the collection of words, and T (w) is the collec-
tion of context words of w within a sliding window. Ec′∼P [·] denotes the expectation,
where c′ follows word unigram distribution P . In the euqation, c′ denotes a negative
sample that does not occur in the context but randomly selected from the whole word
vocabulary, and λ represents the number of negative samples. In addition, σ is sigmoid
function described as σ(x) = (1 + exp(−x))−1.

3 Evaluation
3.1 Wikipedia Corpus Preprocessing
We download Chinese Wikipedia dump3 as our training corpus, and preprocess the
dataset as follows:

1. convert original XML format into plain text by a script4 in gensim toolkit;
2. change traditional characters into simplified Chinese using opencc5;
3. segment Chinese words in sentences by ansj toolkit6.

We crawl the stroke sequences from Xinhua Dictionary7 so as to build our stroke
n-gram table.

3 https://dumps.wikimedia.org/zhwiki/latest/
4 https://radimrehurek.com/gensim/corpora/wikicorpus.html
5 https://github.com/BYVoid/OpenCC
6 https://github.com/NLPchina/ansj seg
7 http://xh.5156edu.com/



3

3.2 Benchmarks and Evaluation Metrics

Following [2], we evaluate the word embeddings on word similarity and word analogy
tasks.

Word similarity. The task is a common approach to evaluate word embedding methods,
which measures the semantic relatedness between two words. We conduct the experi-
ments on two human-annotated datasets, including wordsim-240 and wordsim-296 [5],
and Spearman’s rank correlation coefficient ρ [14] is used as the similarity metric.
Word analogy. The task is another important measure to validate the quality of word
embeddings. It aims to infer a fourth word t given three words u, v, s that satisfies “u
is to v what s is to t”. 3CosAdd and 3CosMul are two approaches that can be used
to obtain the most suitable word t. We use the analogical data labeled from [2] and
compare the accuracy percentages performed by different methods.

3.3 Baseline Algorithms

In order to validate the effectiveness of our proposed model, we compare the results to
the following state-of-the-art algorithms as baselines.

– word2vec [6, 7] is a very popular model proposed by Google due to its high effec-
tiveness and efficiency. It consists of two algorithms: skipgram and cbow.8

– GloVe [10] is a count-based model that leverages word-word co-occurrence statis-
tics globally. It is reported that it performs better than word2vec on some tasks.9

– CWE [2] is recently introduced to specifically learn Chinese word embeddings
which jointly learns representations for words and characters.10

In order to have a fair comparison, we set both window size and negative samples as
5 and fix the embedding size as 100 for all the models, and then remove the rare words
that occur less than 10 times in the corpus.

3.4 Empirical Results

As shown in Table 1, CWE overall outperforms skipgram and cbow on word similarity
and word analogy tasks, since it leverages certain subword information – character-level
information. Interestingly, GloVe, as a count-based approach, is better than these three
models on the word analogy task. We can observe that, however, our model achieves
overall the best results, thanks to the stroke n-gram information incorporated.

4 Conclusion
We investigated the use of the stroke-level information when learning Chinese word em-
beddings. We demonstrated the effectiveness of such information. In our future work,
we would like to investigate other application scenarios where stroke-level n-gram in-
formation could be used. For example, the task of joint learning of word embeddings
and concept (or mention) embeddings for entity linking.

8 code available: https://code.google.com/archive/p/word2vec/
9 code available: http://nlp.stanford.edu/projects/glove/

10 code available: https://github.com/Leonard-Xu/CWE
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Table 1. Performance on word similarity and word analogy tasks. The evaluation metric is ρ×100
for word similarity and accuracy percentage for word analogy.

Model
Word Similarity Word Analogy

wordsim-240 wordsim-296 3CosAdd 3CosMul
skipgram (mikolov et al., 2013) 47.2 44.0 57.7 56.6
cbow (mikolov et al., 2013) 44.6 50.1 60.8 55.9
GloVe (pennington et al., 2014) 42.4 41.1 68.7 63.5
CWE (chen et al., 2015) 49.2 49.9 66.8 62.7
Our Model (stroke n-gram) 49.8 52.0 69.2 67.9
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