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Abstract
We present the results of HASOC-Dravidian-CodeMix shared task1 held at FIRE 2021, a track on offen-
sive language identification for Dravidian languages in Code-Mixed Text in this paper. This paper will
detail the task, its organisation, and the submitted systems. The identification of offensive language
was viewed as a classification task. For this, 16 teams participated in identifying offensive language
from Tamil-English code mixed data, 11 teams for Malayalam-English code mixed data and 14 teams
for Tamil data. The teams detected offensive language using various machine learning and deep learn-
ing classification models. This paper has analysed those benchmark systems to find out how well they
accommodate a code-mixed scenario in Dravidian languages, focusing on Tamil and Malayalam.
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1. Introduction

Advancements in technology have aimed to ease peoples’ lives and have attracted many users
towards digitization, particularly younger generations [1, 2]. As a result, the number of people
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using social media to express their opinions and beliefs has increased dramatically [3]. How-
ever, the lack of regulation gives individuals the freedom to post offensive content. There is
also no mechanism to regulate the posting of hateful content in under-resourced languages
[4, 5, 6].
Tamil is a Dravidian language spoken primarily in Sri Lanka, India, Malaysia, and Singapore

[7, 8, 9]. It is an agglutinative language with a rich morphological structure [10]. Tamil has 247
letters comprising of 12 vowels, 18 consonants, 216 composite letters combining each conso-
nant with each vowel, and one special letter known as ”Ayutha eluththu”. Malayalam is also a
Dravidian language spoken in Kerala, India [11, 12, 13]. Malayalam also has its own script for
writing; however, social media users use Latin script or mix languages when commenting or
posting online [14, 15].

The HASOC-DravidianCodeMix shared task 2021 aims to provide a new gold standard cor-
pus for offensive language identification of code-mixed text in Dravidian languages (Tamil-
English and Malayalam-English). Code-mixed content online results from people mixing mul-
tiple languages, especially their native language and another commonly spoken languagewhile
expressing their views [16]. Offensive language often comprises of hate speech, such as racism,
ageism, homophobia, transphobia, ableism and any hate-promoting content against an individ-
ual or group [17]. It has been an active area of research in both academia and industry for the
past two decades [18]. There is an increasing demand for the identification of offensive lan-
guage in code-mixed social media texts [19].
There were 16 teams involved in identifying offensive language from Tamil-English code

mixed data, 11 teams in identifying offensive language from Malayalam-English code mixed
data, and 14 teams in identifying offensive language in Tamil data. The teams used a variety of
machine learning and deep learning classification models to identify offensive language. The
purpose of this study is to examine such benchmark systems in order to determine how well
they fit a code-mixed scenario in Dravidian languages, with a particular emphasis on Tamil
and Malayalam.

2. Task Description

The task aims to identify offensive language content of the code-mixed comments/posts in
Dravidian Languages (Tamil, Tamil-English and Malayalam-English) collected from social me-
dia. The comment/post may contain more than one sentence, but the average sentence length
in the corpora is one. Each comment/post is annotated at the comment/post level. This dataset
also exhibits class imbalance problems that mirrors real-world scenarios.

• Task 1
Task 1 focuses on offensive language identification from Tamil text. Task 1 is a coarse-
grained binary classification where each participating system has to classify YouTube
comments in Tamil into two classes: Offensive and Not-offensive.

– Not-Offensive – The comments does not contain offensive language. Example:

Text: ேபரைவசார்பாக படம்ெவற்ற§ ெபறவாழ்த்துக்கள்



Task Train set Development set Test set Total data points
Task 1: Tamil 5,880 - 654 6,534
Task 2: Tamil 4,000 940 1,001 5,941
Task 3: Malayalam 4,000 951 1,000 5,951

Table 1
Number of comments in datasets used for Task 1 and Task 2 and their split into train, development and
test set

Translation: Congratulations on the success of the film on behalf of the As-
sembly

– Offensive - The comments contain hate, offensive or profane content.

Text: ேபாடா ெவங்காயம்ஒன்னயலாம்அடுச்சுெகாள்ளமும்
ெவண்ைண.
Translation: You onionwe should beat you to death butter – butter and onion
are offensive words in Tamil.

• Task 2
Task 2 focus on offensive language identification in code-mixed Malayalam-English and
Tamil-English comments. Example: Code-mixed Tamil

– Not-Offensive – The comments does not contain offensive language.

Text: iantha padam rumba nalla iruku
Translation of codemixed Tamil: This movie is very good

– Offensive – The comments does not contain offensive language.

Text: i ammaye bhegikku
Translation of codemixed Malayalam: f..k this mother f..kers

2.1. Dataset description

The datasets for both Task 1 and Task 2 were prepared by collecting comments from YouTube.
Table 1 shows the number of comments in each dataset.

2.1.1. Task 1: Tamil Dataset

We collected data from YouTube comments for Task 1 using the YouTube comment scrapper 1

to download the comments from particular videos. The comments were collected from movie
trailers. We removed all the comments which were not in Tamil. These comments were then
used to create a dataset for the offensive language classification task. This dataset contains a
total of 6,534 comments and is split into train and test. The training dataset consists of 5,880
comments and the test dataset consists of 654 comments.

1https://pypi.org/project/youtube-comment-scraper-python/
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No. TeamName Precision Recall F1-Score Rank
1 SSN_NLP 0.856 0.864 0.859 1
2 MUCIC [20] 0.850 0.861 0.852 2
3 SSN_NLP_MLRG [21] 0.841 0.847 0.844 3
4 IRLab [22] 0.839 0.835 0.837 4
5 BITS Pilani [23] 0.831 0.846 0.835 5
6 AIML [24] 0.823 0.843 0.825 6
7 Pegasus [25] 0.812 0.807 0.810 7
8 KonguCSE 0.749 0.797 0.764 8
9 Jusgowithurs 0.750 0.817 0.750 9
10 Gothainayaki.A 0.855 0.824 0.749 10
11 MUM 0.853 0.821 0.742 11
12 SSNCSE_NLP [26] 0.747 0.725 0.735 12
13 AI_ML NIT Patna 0.710 0.717 0.714 13
14 Saahil Raj 0.706 0.547 0.599 14

Table 2
Rank list based onweighted average F1-score along with other evaluationmetrics (Precision and Recall)
for Task 1: Tamil track

2.1.2. Tamil and Malayalam Dataset

Task 2 data was also taken from YouTube comments and posts. These comments were used to
create a dataset for the offensive language classification in both languages. The dataset includes
different types of code-mixing, such as mixing Tamil and Latin characters for the Tamil dataset,
code mixed data for the Malayalam dataset, and mixing at the word level. The Tamil dataset
contains a total of 5,941 comments from this split into training, development and test. The
training dataset consists of 4,000 comments, the development dataset contains 940 comments,
and the test dataset consists of 1,001 comments. TheMalayalam dataset contains a total of 5,951
comments from this split into training, development and test. The training dataset consists
of 4,000 comments, the dev dataset contains 951 comments, and the test dataset consists of
1,000 comments. These datasets also are published in the same competition, HASOC-Dravidian
CodeMixed, which is on Codalab.

3. Methodology

We have received fourteen, sixteen and eleven submissions for Task 1: Tamil track, Task 2:
Tamil track and Task 2: Malayalam track, respectively. The submissions were evaluated based
onweighted average F1-score, and rank lists were prepared accordingly. Table 2 shows the rank
list of teams that participated in Task 1: Tamil track. Tables 3 and 4 show the rank lists of the
teams that competed in Task 2: Tamil track and Task 2: Malayalam track, respectively. Tables 2,
3 and 4 show the precision, recall and weighted average F1-score of all the participating teams
on test data. In this section, we briefly describe the methodologies of teams that participated
in the three tasks.

• SSN_NLP_MLRG [21]: Team SSN_NLP_MLRG participated in the Tamil-English sub-



No. TeamName Precision Recall F1-Score Rank
1 MUCIC [20] 0.679 0.685 0.678 1
2 AIML [24] 0.670 0.670 0.670 2
3 SSN_IT_NLP [27] 0.685 0.688 0.668 3
4 ZYBank AI 0.671 0.676 0.654 4
5 IRLab [22] 0.654 0.662 0.650 5
6 HSU [28] 0.655 0.664 0.649 6
7 IIITSurat [29] 0.679 0.673 0.636 7
8 Team Pegasus [25] 0.633 0.644 0.612 8
9 PSG [30] 0.614 0.609 0.611 9
10 SSNCSE_NLP [26] 0.615 0.607 0.610 10
11 IIITD-shanker [31] 0.599 0.568 0.573 11
12 CEN_NLP 0.596 0.540 0.539 12
13 RameshKannan 0.524 0.526 0.525 13
14 MUM 0.591 0.527 0.522 14
15 AI_ML_NIT_Patna 0.539 0.509 0.515 15
16 JBTTM 0.537 0.483 0.503 16

Table 3
Rank list based onweighted average F1-score along with other evaluationmetrics (Precision and Recall)
for Task 2: Tamil track

No. TeamName Precision Recall F1-Score Rank
1 AIML [24] 0.776 0.762 0.766 1
2 MUCIC [20] 0.764 0.760 0.762 2
3 HSU [28] 0.744 0.730 0.735 3
4 IIIT Surat [29] 0.752 0.727 0.734 4
5 IRLab [22] 0.754 0.705 0.714 5
6 IIITD-ShankarB [31] 0.715 0.693 0.700 6
7 SSNCSE_NLP [26] 0.692 0.678 0.683 7
8 Pegasus [25] 0.708 0.660 0.670 8
9 CEN_NLP 0.652 0.635 0.641 9
10 MUM 0.628 0.637 0.632 10
11 JBTTM 0.577 0.584 0.580 11

Table 4
Rank list based onweighted average F1-score along with other evaluationmetrics (Precision and Recall)
for Task 2: Malayalam track

task. The authors implemented both traditional machine learning and deep learning
models for the classification. They experimented with Support Vector Machine (SVM)
[32], naive bayes, random forest and extreme gradient boosting ensemble classifiers
for categorizing the offensive contents with N-gram, character and word level Term
Frequency-Inverse Document Frequency (TF-IDF) and Bag-of-Words (BoW) features.
The deep learning models used for the classification includes a shallow Neural Network
(NN), a Long Short Term Memory (LSTM) [33] and a Convolutional Neural Network



(CNN). The embeddings in the NN were initialized using the fastText [34] pre-trained
word embeddings. The authors also followed a transfer learning approach by multilin-
gual Bidirectional Encoder Representation (mBERT) [35], ALBERT [36] (A Lite BERT for
self-supervised learning of language representations), DistilBERT [37] (Distilled version
of BERT[35]) with the ktrain, and ULMFiT [38] with Fastai [39] to build the classification
model.

• HSU_TransEmb [28]: Team HSU_TransEmb used a Transformer ensemble system to
identify the offensive contents from Tamil-English and Malayalam-English code-mixed
data. The ensemble system consists of mBERT, DistilBERT and MuRIL models [40]. The
preprocessed data were fed to the three ensemble BERT models, and the class probabili-
ties were computed. The class label was identified from the sum of the class probabilities
obtained from the BERT models.

• MUCIC [20]: Team MUCIC took part in both Tamil-English and Malayalam-English
shared tasks. They used word-level as well as character-level N-gram based TF-IDF for
extracting the features from the texts. Furthermore, they identified 40,000 frequent fea-
tures in each case and constructed a combined set containing 80,000 frequent features.
They employed linear SVM, random forest, logistic regression and an ensemble of these
three classifiers to train the model. The logistic regression model obtained the highest
F1-score of 0.881 in the Tamil-English task, whereas random forest exhibited the best
performance with an F1-score of 0.783.

• IIITSurat [29]: Team IIITSurat took part in both shared tasks and employed machine
learning and deep learning models for classification. Machine learning classifiers such
as logistic regression, random forest, naive bayes, XG boost, and SVM were trained over
TF-IDF features. In addition to machine learning models, the authors executed Deep
Neural Network (DNN), CNN, BiLSTM and Transformer-based models such as BERT
[35], Indic BERT [41] and MuRIL [40] for classification. Among all the models, MuRIL
achieved the highest F1-scores of 0.78 and 0.91 in Malayalam-English and Tamil-English
tasks, respectively.

• Pegasus [25]: Team Pegasus submitted their results in Task 1 and Task 2. They utilized
XLM-RoBERTa [42] and DistilBERTmodels for identifying offensive language social me-
dia text. As mentioned earlier, the authors deployed the embedding generated using the
BERT and fed it into a BiLSTM network. In Task 1, Team Pegasus to avoid repetition of
the authors concatenated the embeddings obtained from both BERT models and passed
them to a BiLSTM network. This model attained an F1-score of 0.810. The authors per-
formed transliteration and translation on Task 2 data and applied the XLM-RoBERTa
model to extract the embedding, which obtained F1-scores of 0.612 and 0.670 in Tamil-
English and Malayalam-English tasks, respectively.

• IRLab [22]: Team IRLab implemented a Deep Neural Network (DNN) with TF-IDF fea-
tures for Tasks 1 and 2. The authors extracted unigram to six-gram TF-IDF features and
identified the first 30,000 features. A DNNwith four dense layers read these features and
predicted the class label for each data. They also performed hyperparameter tuning for



each model to fix the best model. Their model achieved F1-scores of 0.84, 0.65 and 0.71
in Task 1, Tamil-English, and Malayalam-English shared tasks.

• AIML [24]: Team AIML proposed an ensemble model which used character N-gram-
based TF-IDF features for the identification of offensive texts. The authors considered
one to six character N-gram features and trained an ensemble of SVM, logistic regres-
sion and random forest. Their model attained an F1-score of 0.83 in Task 2, whereas
it achieved F1-scores of 0.67 and 0.77 in Tamil-English and Malayalam-English tasks,
respectively.

• SSN_IT_NLP [27]: TeamSSN_IT_NLP presents an offensive language identificationmodel
for Tamil-English data. The mBERT generates embeddings from the data, which are then
fed to an ensemble of SVM, XG Boost and Linear Discriminant Analysis (LDA). The label
predicted by the majority of the models was selected as the final output.

• NLP_CSE: Team NLP_CSE employed machine learning and deep learning models for
predicting the offensive data. A logistic regression classifier takes TF-IDF features for
training the model. Furthermore, the authors used random oversampling algorithms
to deal with the class imbalance problem in the data. The model obtained an F1-score
of 0.5243. In addition to the logistic regression model, the authors implemented an
LSTM-based encoder-decoder architecture and a transformer-basedmodel. The encoder-
decoder model was a deepmulti-layer network that also incorporated an attentionmech-
anism. This model consisted of stacks of four encoders and four decoders. The trans-
formermodel, mBERT, was used to generate the embedding for sentences and considered
the cosine similarity between sentences for classification.

• BITS_Pilani [23]: Team BITS_Pilani used a DNN which contain an embedding layer,
pooling layer, dropout layer, a fully connected layer and an output layer for classify-
ing the text into Offensive and Not offensive in the Tamil-English subtask. The model
achieved an F1-score of 0.835 in the competition.

• M Subramanian et al.: TeamMSubramanian et al. employed the naive bayesmultinomial
model, KNN, logistics regression, and SVM classifier with BoW features for classifying
the social media text into offensive or not offensive categories. This team participated in
the shared task for only Tamil data. The Logistic regression model attained the highest
performance among the classifiers.

4. Evaluation

The distribution of the offensive languages classes are imbalanced in both datasets. This takes
into account the varying degrees of importance of each class in the dataset. We used a classi-
fication report tool from Scikit learn2.

Precision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃 (1)

2https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html

https://scikit-learn.org/stable/modules/generated/sklearn.metrics.classification_report.html


Recall = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁 (2)

F-Score = 2 ∗ Precision ∗ Recall
Precision + Recall

(3)

𝑃weighted =
𝐿
∑
𝑖=1

(𝑃 of 𝑖 × Weight of 𝑖) (4)

𝑅weighted =
𝐿
∑
𝑖=1

(𝑅 of 𝑖 × Weight of 𝑖) (5)

𝐹 − 𝑆𝑐𝑜𝑟𝑒weighted =
𝐿
∑
𝑖=1

(𝐹 − 𝑆𝑐𝑜𝑟𝑒 of 𝑖 × Weight of 𝑖) (6)

5. Results and Discussion

Shared tasks on offensive language detection in CodeMix Tamil andMalayalam data were orga-
nized as part of HASOC 2021. Fourteen submissions for Track 1: Tamil and sixteen submissions
in Track 2. For Malayalam, eleven teams submitted their results in Track 2. Table 5 shows the
number of teams participated in each shared task. Participating teams explored N-gram based
TF-IDF, BoW and different variants of BERT for representing the input text. None of the teams
used language specific features. They used various conventional machine learning classifiers
such as SVM, naive bayes, random forest. logistic regression, XG boost, KNN and ensemble of
machine learning classifier models for the identification of the offensive language text. In ad-
dition to that, DNN, LSTM and its variants and transformer-based classifiers were also studied
for the classification. Team HSU_TransEmb explored an ensemble of mBERT, DistilBERT and
MuRIL for detecting offensive texts from CodeMix Tamil andMalayalam data. NLP_CSE inves-
tigated the performance of oversampling algorithms to address the class imbalance problem in
the data. Tables 1, 2 and 3 show the rank lists for Task 1: Tamil track, Task 2: Malayalam track
and Task 2: Tamil track, respectively. Figures 1, 2 and 3 show precision, recall and F1-scores
of submissions in Track 1: Tamil, Track 2: Tamil and Track 2: Malayalam. Figure 4 shows the
box-plots of the performance of the teams participated in Track 1: Tamil, Track 2: Tamil and
Track 2: Malayalam.
Team SSN_NLP obtained the first rank in Track 1 with an F1-score of 0.859. MUCIC and

SSN_NLP_MLRG grabbed second and third positions with F1-scores of 0.852 and 0.844. Among
the 14 teams, seven scored F1-scores greater than 0.8. Looking at the models used by the teams,
one can see that the teams that finished top used different kinds of feature extraction models
and classifiers.
Team MUCIC attained the first position in Track 2: Tamil shared task, and they achieved

an F1-score of 0.678. MUCIC used word level as well as character level N-gram based TF-
IDF features for classification. They performed the predictions using SVM, random forest,
logistic regression, and an ensemble of these three. The second-placed team, AIML, and the



Competition No. of teams participated
All three tasks 6
Track 1: Tamil 7
Both tasks in Track 2 5
Track 2: Tamil alone 4
Track 2: Malayalam alone 0
Track 1: Tamil and Track 2: Tamil 1

Table 5
Number of teams participated in each shared task

Figure 1: Bar plot describing Precision, Recall and F1-scores of the submissions for Track 1: Tamil

Figure 2: Bar plot describing Precision, Recall and F1-scores of the submissions for Track 2: Tamil

third-placed team, SSN_IT_NLP, scored F1-scores of 0.670 and 0.668, respectively. AIML also
utilized the N-gram based TF-IDF features with SVM, logistic regression and random forest.
They considered unigram to six-gram features for this analysis. SSN_IT_NLP made use of
mBERT embeddings with SVM, XG boost and LDA to identify the offensive language texts
among the data. Among the 16 teams that participated, ten teams recorded F1-scores greater
than 0.6.
In Track 2: Malayalam, AIML reached the top position with an F1-score of 0.766. MUCIC and

HSU were placed in the second and third positions with F1-scores of 0.762 and 0.735, respec-
tively. AIML used unigram to six-gram based TF-IDF features with SVM, logistic regression
and random forest classifiers for the identification of offensive language texts. MUCIC also



Figure 3: Bar plot describing Precision, Recall and F1-scores of the submissions for Track 2: Malayalam

Figure 4: Box-plot for the submissions for Track 1: Tamil, Track 2: Tamil and Track 2: Malayalam

followed a similar methodology, but they used only the most frequent forty thousand n-gram
based TF-IDF features from each class for classification. Team HSU utilized an ensemble of
mBERT, DistilBERT and MuRIL for the detection of offensive language contents. In this task,
6 out of 11 teams obtained an F1-score greater than 0.7, and one team scored an F1-score less
than 0.6.
It is interesting to note that teams that used TF-IDF features attained the top position in

both tasks in Track 2. A similar trend was visible in HASOC 2020 [43]. The teams that won
the HASOC 2020 shared tasks in CodeMix data used TF-IDF features with machine learning
classifiers.

6. Conclusion

This paper gives an overview of the HASOC- Dravidian-CodeMix shared task at FIRE 2021.
The shared task consisted of three subtasks for Tamil, CodeMix Tamil and Malayalam lan-
guages. There were 16 teams who participated in Tamil-English code mixed data, 11 teams in
Malayalam-English code mixed data and 14 teams in Tamil data. Teams used methods rang-
ing from Bag of Words, TF-IDF to BERT-based models to represent the data and applied con-
ventional machine learning algorithms, deep neural networks and transformer networks for
prediction. One team employed oversampling algorithms to deal with the imbalance in the
data by synthetically generating the data points in minority classes. The analysis of the meth-
ods of the teams showed that both conventional and deep learning/transformer-based methods



exhibit similar performances in terms of the evaluation metrics used for assessing the models.
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