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Abstract
Violence perpetrated to their own partner is a social issue that can take place in different forms and in different settings

(i.e., in person, online). These different forms of violence can be circumscribed into two broad categories known as Intimate

Partner Violence (IPV) and Cyber Intimate Partner Violence (C-IPV). Social Media and technologies can exacerbate these

types of behaviors but some “digital footprints”, such as textual conversations, can be exploited by Artificial Intelligence

models to detect and, in turn, prevent them. With this aim in mind, in this paper, we describe a scenario in which the Italian

Language Model family LLAmAntino can be exploited to explain the presence of toxicity elements in conversations related to

teenage relationships and then educate the interlocutor to recognize these elements in the messages received.
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1. Introduction
Studies so far have shown that one of the most common

types of violence is the one committed towards their own

partner, namely intimate partner violence. Due to the

high rate of these behaviors in society, their early de-

tection can be useful in reducing them. A fruitful way

to reach this goal is by building AI models to discrimi-

nate against possible violence-related behaviors. Indeed,

the identification of these behaviors can be problematic
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for victims due to the nature of the relationship with

their perpetrator. In fact, people continue to hold disbe-

lief concerning romantic engagement, which can turn

into acceptance of harmful behaviors. Therefore, hav-

ing a tool that can help in identifying possible violent

behaviors could serve as a preventive measure for the

exacerbation of harmful situations. In particular, we pro-

pose the adoption of Large Language Models (LLMs) to

explain the presence of toxicity elements in a dataset of

conversations related to teenage relationships. We are

convinced that this novel approach, which provides the

reasons why a message represents violence, can educate

the interlocutors and promote partner violence preven-

tion.

The paper is structured as follows: in Section 2, we

provide a frame of what is intimate partner violence, the

different forms, and the deleterious intra and interper-

sonal consequences.

In Section 3, we briefly describe the LLM we adopted

in our scenario. Section 4 focuses on the task of explain-

ing toxic language in the context of IPV. We describe

the dataset and the different types of annotations pro-

vided by researchers in General Psychology, as well as

the prompting strategy adopted to instruct the language

model. Finally, in Section 5, we draw some conclusions

and discuss directions for the continuation of the work.
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2. What is Intimate Partner
Violence: Definition and Forms

In 2023, the World Health Organization’s (WHO) report

underlined an increasing rate of women’s death due to

intimate partner violence, almost 5% higher than the

one detected in 2017. Indeed, intimate partner violence

does not occur only in terms of physical violence (e.g.,

violence that exacerbates until victims’ death) but also in

other multiple forms and it is not related only to women

but can be perpetrated towards men as well. Intimate

partner violence has been defined as all forms of abuse

and/or aggression performed by a partner to their own

partner[1]. Consequently, four patterns of categories can

be identified (i.e., physical violence, sexual violence, psy-

chological violence, stalking, monitoring, and control)

[2]. Each of these categories corresponds to specific vio-

lent behaviors which have been shown to change in their

duration and severity[3]:

• Physical violence concerns the use of force to

intentionally harm and injure the partner;

• Sexual violence refers to sexual acts or advances

carried out without the victim’s consent;

• Psychological violence corresponds to communi-

cation with the aim of detrimentally impacting

the partner’s mental and emotional well-being

and exerting control over them;

• Stalking, monitoring, and control consists of per-

sistent and unpleasant attention and communi-

cation inducing fear or concern about personal

safety.

Moreover, the rising use of technologies has facilitated

the escalation of the above described violent behaviors

such that scholars have coined new forms of IPV as-

cribed to the so-called Cyber Intimate Partner Violence

(C-IPV)[4]. C-IPV shares the same characteristics as

IPV but occurs through the use of technologies or in

cyberspace. Recurrent behaviors of C-IPV perpetrators

include cyber sexual violence, cyber psychological vio-

lence, and cyber stalking, monitoring and control. Pre-

cisely, cyber sexual violence includes pressuring partners

to send sexual content, coercing partners into sexual

acts, and sending unwanted sexual content. Cyber psy-

chological violence involves using technology, such as

pictures, videos, and text messages, to cause emotional

harm to partners, such as spreading rumours or insulting

partners through text messages. Finally, cyber stalking,

monitoring and control behaviors correspond to access-

ing electronic devices and accounts without permission

to monitor their partner or have information on them.

The majority of studies carried out so far provided useful

information on the characteristics of these phenomena,

their prevalence, individual differences (e.g., personality

traits) correlated to the perpetration of both in-person

and cyber IPV, and the detrimental consequences for vic-

tims [2, 5, 6]. In light of the detrimental consequences for

victims of IPV and C-IPV, an imperative issue is trying

to early detect these violent behaviors with the final goal

of preventing their escalation. (C)-IPV detection can be

problematic for victims because they are victims of their

own romantic partner. In other words, being emotionally

attached to the person who is committing violent acts to-

wards themselves can reduce victims’ ability to recognize

such violent behaviors. Consequently, automatic detec-

tion of IPV and C-IPV behaviors can greatly help people

in objectively identifying toxic and violent relationships

and disengaging from them. This is the main motivation

for our work: we propose the adoption of an LLM as an

"assistant" being able to explain why a message, in the

context of an intimate relationship, can be toxic. The

explanation makes partners aware of the fact that vio-

lence is being committed or suffered and describes the

reasons for this happening, as well as the consequences

(for example, emotional suffering), with the hope that it

can act as a deterrent.

3. LLaMAntino: an LLM for text
generation in Italian Language

In this section, we briefly introduce the LLM used in our

scenario. LLMs have proved their ability to excel in a

large number of areas in the field of Natural Language

Processing and also show good performance in solving

tasks on which they have not explicitly been trained on

[7, 8]. Notable examples of State-of-the-Art LLMs are

surely represented by OpenAI’s ChatGPT [9], Meta’s

LLaMA [10], BLOOM [11] and Mistral [12].

However, training these models requires an outstand-

ing amount of computational resources and data for

the training phases. This last requirement is particu-

larly tricky in the case of languages other than English,

which are known to be underrepresented. For the Ital-

ian language, there are other models in the literature,

such as Camoscio [13] and Stambecco [14], both LLaMA

instruction-tuned models, Fauno [15], a conversational

Baize model and finally Cerbero [16], a Mistral-based

model. All these models release few trained weights and

do not exceed 13 billion in parameters.

LLaMAntino [17] is a family of LLMs that, starting

from the pre-trained weights of LLaMA 2, were further

refined for comprehension and text generation in the Ital-

ian language. The LLaMAntino training pipeline follows

two main steps: the first one is represented by language

adaptation, which allows a predominantly English model

like LLaMA to adapt to the Italian language. The second

step consists of fine-tuning the model to further improve

its capabilities on specific tasks. Currently, the models



composing the LLaMAntino family are the following:

• LLaMAntino-Chat models based on the

LLaMA 2-Chat versions
1

with language adapta-

tion for Italian and further fine-tuning (7B, 13B,

70B).

• LLaMAntino models based on the LLaMA 2

versions
2

with language adaptation for Italian

and instruction-tuning (7B, 13B, 70B).

Given these premises, we are now working on fur-

ther fine-tuning LLaMAntino for downstream tasks like

helping the user detect toxic behaviours and giving an

explanation for its choice.

4. Explanations for Toxic
Conversations

The idea is to create a dataset of toxic conversations

annotated with information about the type of violence

(e.g., physical, cyberstalking, cyber sexual violence), the

presence of aggressive communication, the adoption of

abusive language and, in general, with information that

could be useful to provide a "technical" explanation, as if

were given by a professional expert in the subject, such

as a psychologist. The aim is to provide explanations,

well grounded on relevant CIPV literature, that point out

the elements of toxicity in the conversation. Therefore,

we started from a dataset available on HuggingFace [18],

which contains sentences classified as toxic or healthy, re-

ferring to teenage relationships. We extended the dataset

by adding specific annotations related to CIPV to sen-

tences classified as toxic. Then, we elaborated on the

annotations to obtain an explanation that can be used for

Few-shot prompting. The following subsections provide

details on the dataset, annotation, and experiments.

4.1. Dataset and Annotations
The original dataset “toxic-teenage-relationships” was cre-

ated to help in efforts to identify and curb instances of

toxicity between teenagers[18]. It consists of 334 sen-

tences collected by 8 teenagers (4 males and 4 females) of

Spanish nationality aged between 15 and 19, who were

appropriately instructed on interpersonal relationships

to be classified as toxic or not. The group of teenagers

had two weeks to collect Spanish language sentences that

they spoke or heard in their environment either through

interpersonal communication or via social media. Af-

terwards, the examples given by each student were dis-

cussed and evaluated by the others, using peer evaluation.

The classification (toxic or non-toxic) was also approved

1
https://huggingface.co/meta-llama/Llama-2-7b-chat

2
https://huggingface.co/meta-llama/Llama-2-7b

by two specialists in the field. No personal or sensitive in-

formation has been recorded. As a general rule, if words

associated with swearing, insults or profanity appear in a

comment, it is likely to be classified as toxic, regardless of

the author’s tone or intention, e.g. humorous/self-critical.

After classification, 165 sentences have been considered

as toxic. With the aim of evaluating our Italian LLM,

sentences have been translated into Italian by using two

translation services (Google and DeepL). We added 5 of

annotations:

• the type of violence: physical or cyber;

• the type of behavior that led to the physical vio-

lence, e.g. sexual assault, stalking;

• the type of cyber behavior that led to the violence,

e.g. cyber stalking;

• the type of communication: aggressive or

non-aggressive;

• the type of aggressive communication: e.g., use
of abusive language.

As for physical violence, the experts distinguished 4
annotations [2]:

1. physical violence: the voluntary use of force that

potentially causes harm and injury to the partner;

2. sexual violence: sexual acts without the partner’s

consent, even if only attempted;

3. psychological aggression: communicating with

the intention of negatively influencing the mental

and emotional state of the partner and wanting

to control him or her;

4. stalking, monitoring and control: series of recur-

ring and unwanted attentions and communica-

tions that create fear or apprehension and put the

partner’s safety at risk.

As for cyber violence, the experts distinguished 3 an-

notations [6]:

1. cyber sexual violence: requesting or pressuring

the partner to send sexual content against his

or her will, pressuring the partner to engage in

sexual acts;

2. cyber psychological violence, aggression: behav-

ior to cause emotional distress to the partner; may

include behaviors such as spreading gossip on so-

cial media, repeatedly insulting the partner via

messages, even spreading videos or photos that

cause emotional distress;

3. cyber stalking, monitoring, and control: using

and accessing technological devices and accounts

without the partner’s consent, use of technology

to get information about your partner, in general

any behaviours that aim at increasing control

within the relationship). It includes fraping, that

is the alteration of the partner’s information on

social profiles.

https://huggingface.co/meta-llama/Llama-2-7b-chat
https://huggingface.co/meta-llama/Llama-2-7b


As for aggressive communication, the experts distin-

guished 5 annotations [19]:

1. curses;

2. ridiculousness or derision;

3. bad language;

4. threat;

5. attack on the person (on competence, character,

background, physical appearance).

At the end of the annotation phase, we had each toxic

sentence annotated with information well-grounded in

scientific literature about intimate partner violence. An

example of a toxic sentence that reveals physical violence

is:

"Tu non sei niente senza di me" ("You are
nothing without me", in English)

That sentence has been annotated in the dataset as

follows:

• type of violence: physical
• type of behaviour: psychological aggres-
sion

• aggressive communication: yes
• type of aggressive communication: derision,
attack on the person

An example of a toxic sentence that reveals cyber vio-

lence is:

"Se non hai nulla da nascondere, dammi il
telefono" ("If you have nothing to hide, give
me your phone", in English)

which has been annotated in the dataset as follows:

• type of violence: cyber
• type of behaviour: cyber stalking,
monitoring, and control

• aggressive communication: yes
• type of aggressive communication: attack on
the person

The annotations will be exploited by LLM to gener-

ate explanations and raise awareness of the violent be-

haviour. In the next subsection, we describe how annota-

tions are turned into examples for few-shot prompting.

4.2. Few-Shot Prompting to explain
toxicity in conversations

We randomly chose 30 annotated toxic sentences for a

small, preliminary experiment with Few-Shot Prompting;

20 sentences were used for training, 10 for testing. For

each training sentence, the annotations were turned into

a natural language explanation used to build prompts for

in-context learning. For instance, the explanation for the

previous sentence

"If you have nothing to hide, give me your
phone"

is: "The sentence is toxic because it is an example of cyber
violence. The behaviour falls in the category cyber
stalking, monitoring, and control since the
aim is to obtain information on the partner’s life and estab-
lish a dynamic of control in the couple. Furthermore, the
communication is aggressive because it reveals the
intimidating intent of attacking the partner to violate his
or her privacy." We built a 2-shot prompt by including:

• the description of the task: "given a sentence from

a conversation between partners in an intimate

relationship, explain the reasons why the sen-

tence expresses toxic language and represents a

case of physical or cyber violence";

• 2 training toxic sentences with corresponding

explanations;

• 1 test toxic sentence (without explanation) for

which we want the model to generate an expla-

nation.

In other words, the annotations associated with a toxic

sentence were the canvas for writing the explanation

included in the prompt. Therefore, we created 10 2-

shot prompts, as described before, by using the 30
sentences extracted from the dataset. The aim of

the experiment was to assess whether the annotations

actually help in explaining the reasons why a mes-

sage is classified as toxic. The model evaluated in

our experiment was: LLaMAntino-2-Chat-13B-hf-

UltraChat, LLaMAntino-2-Chat for brevity
3

. There-

fore, we wanted to assess whether the model learns how

to perform the task, by providing it with just two ex-

amples. We compared qualitatively the explanations

given by LLaMAntino-2-Chat, when instructed by 2-

shot prompts, with those generated when the model is

prompted just with the task description and the toxic

sentence to be explained ("zero-shot prompting"). The

experimental protocol was:

1. give LLaMAntino-2-Chat the task description

and the first toxic sentence to be explained and

record the explanation;

2. repeat prompting with the remaining 9 test toxic

sentences and record the explanations;

3. give LLaMAntino-2-Chat the 10 2-shot

prompts and record the explanations;

After the generation step, for each test toxic sentence, we

had 2 explanations: LLaMAntino-2-Chat 0-shot and

LLaMAntino-2-Chat 2-shot. We asked 2 Psychology

experts to evaluate independently the two explanations,

by answering 3 questions:

3
https://huggingface.co/swap-uniba/LLaMAntino-2-chat-13b-hf-

UltraChat-ITA



Table 1
Answers given by experts on the 3 questions.

Expert 1 Expert 2

Answer Q1 Q2 Q3 Q1 Q2 Q3

0-shot 40% 40% 60% 60% 50% 70%
2-shot 40% 50% 30% 40% 20% 30%
both 20% 10% 10% 0% 30% 0%
none 0% 0% 0% 0% 0% 0%

1. Q1: Which explanation is most scientifically

based?

2. Q2: Which explanation is more effective in mak-

ing the partner who suffers aware of the violence?

3. Q3: Which explanation is most effective for edu-

cational purposes to make both partners aware

that violent behavior is taking place?

Explanations were presented in pairs. To avoid bias, ex-

perts are not aware of which training provided the ex-

planation. Furthermore, the presentation order was ran-

dom: sometimes the LLaMAntino-2-Chat 0-shot was

presented before LLaMAntino-2-Chat 2-shot, some-

times the order was reversed. For each question, we

suggested 4 possible outcomes: LLaMAntino-2-Chat

0-shot (anonymized), LLaMAntino-2-Chat 2-shot

(anonymized), both, none. For each test sentence, we

consider the experts to be in agreement if they gave the

same answer to at least 2 of the 3 questions asked. In

general, the expert were in agreement on 6 sentences,

showing the difficulty of the task of evaluating the quality

of explanations, given the sensitivity of the CIPV context.

Some interesting considerations have emerged from

the results reported in Table 4.2, that can guide the next

steps of the investigation:

• no question has ever been answered "none".

Therefore, we can observe that the model never

showed hallucinations or gave inappropriate an-

swers. Of course, further testing will be necessary

to generalize this statement;

• on Q1, the results suggest that there is no prompt-

ing strategy that clearly emerges, thus revealing

that in general LLaMAntino-2-Chat explana-

tions are properly based on scientific literature,

regardless of the prompting strategy;

• on Q2, the answers show some disagreement

among the experts: one was clearly in favour of

LLaMAntino-2-Chat 0-shot, the other showed

a slight preference for LLaMAntino-2-Chat 0-

shot. We asked some motivations for the an-

swers and it emerged that some explanations

given by LLaMAntino-2-Chat 2-shot were neg-

atively influenced by grammatical errors;

• on Q3, it seems that there is a clear evidence that

LLaMAntino-2-Chat 0-shot explanations are

more effective in making both partners aware of

the violence.

In general, it seems that our LLM explains language toxi-

city with an adequate level of effectiveness, according to

the 2 experts, but annotating sentences with information

useful for few-shot prompting does not bring benefits

on the explanations. This outcome might depend on the

LLM used, as well as on the prompting strategy. There-

fore, we plan to extend the experiment, obviously by

increasing the size of the test set, comparing the results

with another LLM, using Chain-of-Thought Prompting

to improve the "reasoning" capabilities of the model.

5. Conclusions and Future Work
The prevalence of violent behaviors highlights the need

for prompt intervention and preventive measures. We

presented our proposal to utilize sophisticated Natural

Language Processing techniques, including LLMs, to

identify and describe toxic elements in discussions con-

cerning teenage relationships. By exploiting the profi-

ciency of LLMs in processing and understanding human

language, our approach seeks to go beyond just the detec-

tion, aiming to grasp underlying motivations and factors

contributing to the emergence of harmful behaviours.

In future works, we intend to perform fine-tuning steps

to better adapt LLMs to the specific task at hand. We also

plan to investigate how different pre-training techniques

and architectures can be leveraged to enhance model per-

formance. To ensure the effectiveness of our approach,

we intend to confront our methodology with other mod-

els and incorporate further annotations to enhance the

robustness and effectiveness of our methodology. This

involves comparing the performance of our LLMs with

other state-of-the-art models.

Moreover, we will explore the application of Chain-of-

Thought prompting techniques, with the help of expert

psychologists. This involves using prompts to guide the

LLM’s decision-making process, with the goal of encour-

aging the model to provide more detailed and grounded



explanations for its choices. By working closely with

experts in this area, we hope to gain valuable insights

into how these techniques can be best applied and re-

fined. We plan also to extend the datasets with further

annotations that provide more details about the language

adopted (e.g. references to gender stereotypes or use of

particular linguistic structures), with the aim of building

more complete prompts.
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