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Abstract

The paper describes a combinatorial creativity module
embedded in a cognitive architecture. The proposed
module is based on the focus of attention model pro-
posed by and is implemented using Self Organising
Map (SOM) neural networks.

Introduction
Creativity is mainly perceived as a high level cognitive char-
acteristic, which should always be referring to a conceptual
space, whether it is conceived to explore or to transform such
space (Boden 2009). One of the components of creativity is
an associative memory capable of restoring an incomplete
sensory input stimulus by adjusting focus of attention.

A cognitive model for creativity based on the ability of
adjusting focus of attention has been proposed in (Gabora
2002). According to this model a variable focus of attention,
while pointing the basic idea, also collects other concepts
that are parts of the stream of thought. The focus of attention
can be considered as a basic idea, aframeworkthat drives the
creative process which is connected to the analytical mode
of thought.

At the same time another basic component of the cog-
nitive model proposed by Gabora is the associative mem-
ory. By means of associations between different concepts
and completion mechanisms, new and surprising results can
emerge (Bogart and Pasquier 2013). This kind of creative
process can be bound to the process that Boden calls combi-
natorial creativity which is related to making unusual combi-
nations, consciously or unconsciously generated, of familiar
ideas (Boden 2009).

The Arcimboldo painting can be a good example for clar-
ifying what we intend.The painting of a human figure pre-
sumes a very preciseframeworkthat is constituted by figure
details, as nose, eyes, lips, rules and relative positioning and
all the other details that made a human figure. The attention
focus is what we use to “navigate” on theframework, what
is pointing at the details of the figure, that can be substituted
with elements belonging to another domain (as in the paint-
ing in fig. 1) exploiting the associative memory. We believe
that, during the creative process of imagining the painting,
the attention is relaxed and other images, searched in another
domain, come in mind and take the place of the original parts
of the human figure.

We consider completion operation in a very large mean-
ing. The basic point of the combinatorial creativity is to mix
together parts coming from different sources. In this sense
completion is a way to enrich aframeworkwith new items
in order to obtain new combinations.

In our opinion it is possible to have robust fusion algo-
rithms and completion through the combination of various
models of neural networks: an example of such an approach
is described in (Thagard and Stewart 2011) that allows em-
phasising associations useful to generate creative ideas by
simple vector convolution. The importance of associative
mechanisms is also underlined by neurobiological models
of creativity, many of which are based on the simultaneous
activation and communication between brain regions that
are generally not strongly connected (Heilman, Nadeau, and
Beversdorf 2003).

In this paper we illustrate an approach aimed at support-
ing the execution of an artificial digital painter (Augello et
al. 2013b) (Augello et al. 2013a). The approach is exploited
by the Long Term Memory (LTM) module of the cognitive
architecture presented in (Augello et al. 2013b) and reported
in fig. 2. The proposed approach is based on a multilayer
mechanism that implements an associative memory based
on Self Organizing Maps (SOMs) (Kohonen, Schroeder, and
Huang 2001) and it is capable to properly mix elements be-
longing to different domains.

Figure 1: A detail from Spring (1563), an Arcimboldo paint-
ing (Image from Wikipedia).

Architecture
In (Augello et al. 2013b) we defined the mechanisms to sup-
port creativity in a cognitive framework. In this work we use
the same architecture (see fig. 2) but we adopt a new version



Figure 2: The general cognitive framework used for the pro-
posed system. Light grey blocks are neglected in this imple-
mentation.

of LTM (Long Term Memory) that implements an associa-
tive mechanism described in details below.

As said before, one of the basic components is an asso-
ciative memory capable of restoring an incomplete sensory
input stimulus.

Completion is guided by context: when we interpret fuzzy
or confused handwritten characters, we use associations
with memorised handwritten characters, then we complete
or rebuild the input, so that the most common association
are made using objects of the same context. Objects com-
ing from the same domain are probably represented by the
same features and share the same concept space that was de-
scribed in Gärdenfors (Gärdenfors 2004). Associations can
also involve objects from different contexts in a more “cre-
ative” way. In this case the original context is discarded and
objects come from different domains.

According to these considerations we have built a multi-
layer mechanism that allows to connect memory locations
related to a single domain. We have also built another layer
that is used to connect memory locations with a more gen-
eral association mechanism that allows to make associations
that go beyond the domain. This second upper layer will
be used when the original domain is discarded, for exam-
ple when we want to find other solutions or we want to mix
different domains. The kind of associations made at the sec-
ond level will be the associations made when the focus of
attention is relaxed and associative connections can be made
even outside of a specific domain. The structure we propose
is represented in fig. 3.

Input from sensors are sent to the proper domain at the
first level and they are memorised or completed when nec-
essary. The second level contains the associations among
different domains that will be further explained in the fol-
lowing paragraphs.

The associative memory module that we propose is in-
spired by the work in (Morse et al. 2010) and is implemented
using a Self Organising Map (SOM) neural networks (Koho-
nen, Schroeder, and Huang 2001).

Self Organising Maps are neural networks constituted by
a single layer of neural units usually organised in a 2D grid.
After a successful training phase each neural unit ideally ap-
proximates the centroid of an input pattern cluster and the

Figure 3: The overall schema of the proposed architecture
for the Long Term Memory module (LTM).

neighbour units represent similar values. This way each neu-
ral unit corresponds to a sort of average pattern for a cluster
of inputs.

The architecture proposed in (Morse et al. 2010), is made
by multiple SOM, each one receiving inputs from a different
sensory modality. In our architecture the SOM array, in the
upper part of fig 3, receives inputs from different features
extracted from the same sensory input, so that a SOM of
the set can have colour features from image, another image
boundaries, another one texture information and so on. The
values of the SOMs are collected by thehub–SOMthat syn-
thetically represents the object gathering the representations
of the different SOMs. This process is sketched in fig. 4,
where different features are substituted by different parts of
the image.

Figure 4: The associative domain memory training.

While the SOM set and the hub–SOM constitute the as-
sociative module for a domain there is also another SOM,
named second level SOM, where the association among dif-
ferent domains takes place.

The information from the domain modules, in this second
level, are represented using more general features. For ex-
ample if a domain is used to memorise images of trees and
one of the SOM in the array in fig.3 memorises the shape
of the leafs, the second level SOM can use the dimension
of the bounding box1 as a feature. When we want to mix
together objects from other domains we can consider ob-
jects that have the same bounding box. The substitution will

1the bounding box is the rectangle surrounding an image detail



be driven by the second level SOM whose aim is to faith-
fully reflect the general structure of the image. A substi-
tution according the bounding box dimensions is a simple
criterion but a more general set of features that could also
be employed. This second level SOM will implement the
spreading of the attention focus because it will mix objects
from different domains and group them just considering very
rough characteristics.

The next two subsections will explain how we can imple-
ment the effects of a variable focus of attention: with a nar-
row focus we can obtain simple completion inside the same
domain while with the spread of the focus we can recover
objects from different domains.

Completion in the same domain

Completion in the same domain is the simplest form of com-
pletion. For example, let us assume that a domain is trained
to memorise simple images, and imagine that, inside this do-
main there are SOMs that memorise very specific parts of the
image: we can think that each SOM memorises a quadrant
of the image or, when representing faces, segments of hu-
man faces. In this case the basic components would be eyes,
lips, noses and so on, memorised along with their positions,
in different SOMs. The hub–SOM takes into account all the
positions of the components. This is sketched in fig. 4.

If a part of an image is missing, only some of the SOMs
can recall the corresponding memory locations and help to
reconstruct the memorised image: one, or more, SOMs will
not answer because they do not have any input. The hub–
SOM accomplishes the task to recall the necessary memory
locations from the SOMs that do not have any input, in order
to put together all the pieces of the image.

This procedure is depicted in fig.5: the missing piece of
image causes a failure of recalling in SOM Map 4, so that the
hub–SOM, containing the reference of the whole, outputs
the address of the location of the SOM Map 4 and recall the
missing piece.

Completion in a different domain

When completion is obtained using “parts” or memories that
are outside the domain of the original image, or input, we are
making an association that is not causal. This can happen
when the recalled part is used to obtain memory contents
from other, different domains. In this case the associations
are the ones memorised in the second layer SOM, i.e. an
association that corresponds to features of different kind.

Figure 5: The completion procedure in the domain

In fig. 6 the whole process is sketched : the missing part
is recalled as said before; however, in this case, it is not sent
to the output but it is sent to the second level SOM where it
is used for recalling objects from different domains.

The recovered information is used as a reference in or-
der to obtain the missing part that is sent to the second level
SOM. This signal excites a unit of the second level SOM and
its output is sent back to all the associative memory of the
other domains. Each domain answers with a list of the ex-
cited units that point out to a set of signal corresponding to
the memorised objects. As indicated in fig 6 all these objects
are proposed as substitution of the missing part. At this point
the completion proposed from the original domain is again
used as a reference: all the proposed substitution are com-
pared to the original completion and the most similar one is
chosen as a substitute. This mechanism is implemented in
the box “Implementation with Expectation” in fig 6.

Figure 6: The completion procedure outside the domain.

Some Experimental Results and Conclusive
Remarks

The experiments were mainly performed to evaluate the ef-
fectiveness mechanism of the replacement of some parts of
the images by the associative memory previously described.
We have chosen aface domainthat allows an immediate
recognition and aleaves and flowers domainin order to
resemble the effect of the Arcimboldo style. A sample of
the images in our dataset is given in fig.7. The system was
trained using 113 grey-scale images of faces and 100 images
of leaves and flowers. Each image is100×100pixel in order
to maintain a manageable size of the neural architecture.

In order to reproduce the completion mechanism and to
partially simulate the mechanism of focus of attention, each
quarter of the image has been memorised in a different map
of the array of SOMs (see fig.4). We have tried a quad tree
decomposition and the learning process described above. An
example is reported in fig.9.

Each SOM in the array has a size of20 × 20 units and
is trained with segments in the same position of the image
using the fast training procedure described in (Rizzo 2013),



Figure 7: An example of the images in the faces domain (A)
and leafs and flowers (B) domain.

Figure 8: The map in the array of SOMs after the training
are used as memory units.

and the result is shown in fig. 8. At the end of the process
it is possible to train the hub–SOM submitting the images of
the training set to the SOM array; for each SOM we will get
the two digits coordinates on the neural units array, of the
most similar exemplar (often called best matching unit or
b.m.u.). These coordinates are submitted to the hub–SOM
that learns this 8 digits image coding and, after training, will
be able to rebuild the correct coding for each image.

This kind of representation is too precise to be used also
at higher level, were we want to “mix together different
things”. At higher levels we want a representation that cap-
tures just some of the characteristics of the images, for ex-
ample colour masses, boundaries and shapes, and so on. For
this reason we used the Haar and Gabor features, which con-
tain less information.

Figure 9: Final artwork obtained by our approach

Conclusion
The preliminary experimental results show that the proposed
associative memory module is promising for the implemen-

tation of a sort of combinatorial creativity mechanism. Fu-
ture works will regard the modelling of artist’s behaviour
and motivation, the choice of domains during the completion
process, and the evaluation of both creative process and pro-
duced artworks, according to the literature works (Pease and
Colton 2011) (Colton and Wiggins 2012) (Jordanous 2012).
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