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A strong open-ocean convection event was observed in the Northwestern

Mediterranean sea during the 1986-87 winter. This period was used as a case

study to evaluate the impact of the spatial resolution of atmospheric forc-

ing on deep convection modeling. Twin numerical experiments were performed

with an oceanic model forced by atmospheric forcing sets with different res-

olutions. A low resolution atmospheric forcing extracted from the ERA40

reanalysis was compared with a high resolution forcing produced by a dy-

namical downscaling of ERA40. A high resolution climate model spectrally

driven by ERA40 fields for the large scales provided the dynamical down-

scaling dataset covering the 1958-2001 period. The oceanic simulation per-

formed under low resolution meteorological forcing did not reproduce the ob-

served convection. The simulation performed under high resolution forcing

correctly reproduced the convection event. This was principally due to the

enhancement of spatial and temporal meteorological extremes under the high

resolution forcing.
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1. Introduction

Deep convection is a key process for the Northwestern Mediterranean sea (NWMS)

oceanic circulation and ecosystem. This process shows high interannual variability whose

understanding and modeling still need to be improved. Atmospheric conditions, namely

strong northerly winds and significant heat loss, are the principal drivers of winter deep

convection, and hence account for much of its variability. These atmospheric conditions

(Tramontane, Mistral, cyclogenesis of the Gulf of Genoa, ...) are themselves mainly driven

by the local orography of the Mediterranean coast (Pyrénées, Alpes, Massif Central, Rhône

valley) that induces physical processes such as lee cyclogenesis or wind channeling. It is

therefore essential to use an appropriate atmospheric forcing method when performing

numerical studies of deep convection. Currently, high resolution atmospheric fluxes are

only available for recent years (ECMWF analysis at 50 km resolution available since 1990,

used by Béranger et al. [2005]).

The 1986-87 winter was cold and windy in the NWMS, leading to a strong bottom open-

ocean convection event [Mertens and Schott , 1998] that was monitored during a specific

campaign (MEDOC87, reported by Schott and Leaman [1991] and Leaman and Schott

[1991], hereafter SL91 and LS91). This period is therefore particularly appropriate to

evaluate the capacity of an oceanic model to represent deep convection [Demirov and

Pinardi , 2007; Herrmann et al., 2008] as well as the impact of atmospheric forcing reso-

lution on this modeling problem, as suggested in those studies.

We carried out a spectral dynamical downscaling of the ERA40 reanalysis [Simmons

and Gibson, 2000] to obtain a high resolution long-term dataset following the observed
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chronology over the 1958-2001 period. Twin numerical simulations of the 1986-87 winter

were performed using an eddy-resolving oceanic model forced at the surface by two sets

of atmospheric fluxes: the first directly extracted from ERA40 and the second produced

by the downscaling. The objectives of this study were to evaluate the influence of the

atmospheric forcing spatial resolution on convection modeling and to underline the rele-

vance of the downscaled ERA40 atmospheric fluxes in the framework of realistic oceanic

modeling.

2. Dynamical downscaling of the ERA40 reanalysis

ERA40 is widely used to analyse the variability of oceanic and atmospheric circulation

over Europe during the last decades, in particular for the period before the 1990s, i.e.

prior to the high resolution ECMWF analysis. Covering the 1958-2001 period with a

spatial resolution of ∼125 km, this reanalysis is indeed one of the most homogeneous,

high-resolution and long-term databases available to force ocean models. Moreover, since

the data assimilation system constrains the temporal behavior of the atmospheric flow,

synoptic events follow the observed chronology. It was however suggested that its reso-

lution is not sufficient to realistically simulate the formation of the deep waters involved

in the Mediterranean thermohaline circulation [Josey , 2003; Demirov and Pinardi , 2007;

Herrmann et al., 2008]. We tested this hypothesis by increasing the ERA40 resolution

with a downscaling method.

2.1. The downscaling method

Several statistical or dynamical methods aimed at downscaling a reanalysis were devel-

oped. Sotillo et al. [2005] performed a dynamical downscaling of the NCEP reanalysis
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[Kalnay et al., 1996] over the Mediterranean basin with a limited area model forced at

its lateral boundaries and with spectral nudging over the central area. We also applied a

dynamical downscaling based on spectral nudging. The method was described in detail

in Guldberg et al. [2005]. The principle is to use a high resolution atmospheric model in

which small scales can develop freely and large scales are driven by ERA40. The synoptic

chronology then follows that of the reanalysis while the high resolution structures of the

atmospheric flow are created by the model.

The ARPEGE-Climate model [Déqué and Piedelievre, 1995] is a global and spectral At-

mosphere General Circulation Model whose grid can be stretched over the area of interest.

We used a version with a pole located in the Tyrrhenian Sea and a resolution of ∼50 km

over the Mediterranean Basin, as in Sotillo et al. [2005]. A nudging term was added to

the equations of the temporal evolution of the prognostic variables (temperature, velocity

and surface pressure). We chose a wavelength of 250 km as the limit of the waves driven

by ERA40, and followed Guldberg et al. [2005] for e-folding times used for the nudging of

the different variables. ERA40 fields were updated every 6 hours and linearly interpolated

in between. The ARPEGE-Climate simulation covers the whole ERA40 period. Air-sea

fluxes (water, heat and momentum) were extracted from both simulations (ERA40 re-

analysis and ARPEGE-Climate simulation) and interpolated onto the ocean model grid

(Section 3).

2.2. Comparison of atmospheric datasets

To underline the differences between the two datasets, we compared the new dynamical

downscaling dataset (HRAF for High Resolution Atmospheric Forcing) with the initial
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ERA40 dataset (LRAF for Low Resolution Atmospheric Forcing) over the Gulf of Lions.

For this purpose, we examined the daily time series of the net heat loss (HL), net water

loss (WL), buoyancy loss (BL) and wind stress (τ) averaged over the LION area (defined

on Fig. 1c).

First, the spectral dynamical downscaling technique does not change the temporal chronol-

ogy of the downscaled reanalysis. Indeed, both datasets are well correlated in time for τ ,

HL and WL (Fig. 1a). Each LRAF intense event is well represented in HRAF. Tab. 1

summarizes these correlations for the LION area over a wide winter period (December -

April). Daily correlations are higher than 0.8 except for WL, due to the weaker ability of

forced climate models to simulate the precipitation chronology [Caya and Biner , 2004].

This lower correlation for WL does not have a significant impact on the chronology of BL

since BL is mainly driven by HL. Indeed, we computed a 0.99 time-correlation between

BL and HL in both datasets, vs. 0.53, resp. 0.59 between BL and WL in LRAF, resp.

HRAF.

Second, over the area of interest and for the winter period investigated, the dynamical

downscaling slightly increases the winter average air-sea fluxes (Tab. 1).

Third, extreme air-sea fluxes during intense winter events are more pronounced in space

and in time in HRAF than in LRAF. For HL, WL and BL, the value of the 90th percentile

increases more than the time-averaged value (Tab. 1). This is even stronger for the maxi-

mum value. The upper end of the corresponding density functions increases consequently

more than the average, as seen on the quantile-quantile plot for the three variables (Fig.

1b). This is also true for τ despite the inconsistent behavior of the maximum value which
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is due to a slight temporal shift between HRAF and LRAF at the beginning of the E2

event (see Fig 1a). This very intense wind event is indeed concentrated in one day in

LRAF but is split in two days in HRAF. A two-day average shows that HRAF is actually

more windy than LRAF for this event. The upper end of the τ density function also

increases more than the average (see Fig. 1b) even if the maximum value has a strong

impact on the change of the 90th percentile value (Tab. 1). The lower end of the WL

density function is explained by a rainier E2 event in LRAF than in HRAF, probably

due to differences in model physics. The upper end of the density functions corresponds

to the main synoptic weather events observed during this winter (LS91), characterized

by regional Mistral or Tramontane winds (Fig. 1a). During these events, the impact

of the resolution increases and the orography forcing becomes predominant in HRAF,

leading to large differences with the initial reanalysis. Temporal extremes are therefore

more pronounced in HRAF. The resolution enhancement also increases the intensity of

small spatial scale structures in HRAF, as illustrated on Fig. 1c for a particular day. The

relative difference in the HL winter mean between the MEDOC point (5◦E, 42◦N), known

to undergo maximum heat loss, and the LION area is indeed equal to +12% in LRAF

and +26% in HRAF.

Due to a lack of in-situ data, it is generally difficult to validate air-sea fluxes. For the 1986-

87 winter, Mertens and Schott [1998] however provided values integrated from December

to February: 2.5 109 J.m−2 for HL and 1.5 m2.s−2 for BL. For HRAF (resp. LRAF), we

obtained for the MEDOC point, 1.9 (resp. 1.6) 109 J.m−2 and 1.0 (resp. 0.85) m2.s−2.
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Despite the large uncertainty associated to the Mertens and Schott [1998] data, HRAF

dataset is closer to the observed data than LRAF.

3. Impact of atmospheric forcing resolution on deep convection modeling

We used the atmospheric datasets compared above to force a regional ocean model.

Results of both simulations (HRAF and LRAF) were compared with data obtained during

MEDOC87 to show the influence of atmospheric forcing spatial resolution on open ocean

deep convection modeling and emphasize the interest of the downscaling method.

3.1. The oceanic model: SYMPHONIE

The 3D primitive equation eddy-resolving ocean model SYMPHONIE was used by Her-

rmann et al. [2008] to study the influence of the oceanic model spatial resolution on the

modeling of the 1986-87 winter convection in the NWMS. We used the same configura-

tion. This free-surface model is based on the hydrostatic assumption and the Boussinesq

approximation. We used a 3-km orthogonal horizontal grid and a 40-level hybrid sigma-

step coordinates system. Vertical diffusivities are calculated using the Gaspar et al. [1990]

second-order closure scheme. In the case of unstable stratification a non-penetrative con-

vective adjustment algorithm is used. At the surface, the model is forced by air-sea fluxes

(heat, momentum and water flux). The water flux is the simple sum (without relaxation

or correction) of the evaporation-minus-precipitation flux extracted from the ERA40 and

ARPEGE-Climate atmospheric simulations, and of the Rhône river runoff (UNESCO

RivDis database [Vörösmarty et al., 1996] climatological monthly values). Two regional

simulations were carried out between September 1986 and September 1987, forced with

the LRAF and HRAF datasets respectively. The eddy-permitting oceanic model OPA
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described in Somot et al. [2006] was used to perform two simulations over the whole

Mediterranean sea using HRAF and LRAF air-sea fluxes. Monthly averaged results of

each OPA simulation provided lateral boundary conditions and initial conditions for the

regional simulations. The consistency of this forcing strategy was demonstrated in Her-

rmann et al. [2008].

3.2. Time evolution of the convection event

The LION area (Fig. 1c) entirely covers the convection zone. We examined the evolution

of the maximum mixed layer depth (MLDmax) over the LION area during the 1986-87

winter for both simulations (Fig. 1a). As justified in Herrmann et al. [2008], the mixed

layer depth was defined using a threshold value of 4 cm2.s−1 for the vertical diffusion

coefficient. In LRAF MLDmax does not exceed 800 m: deep convection does not occur.

In HRAF MLDmax begins to increase on 11th January and reaches 1200 m on 27th

January. This first deepening is due to a mid-January intense Mistral event (E2, Fig.

1a), in agreement with the observations. By examining CTD and velocity profiles, LS91

and SL91 deduced that this event had initiated deep convection before 23rd January.

During early February, MLDmax shallows to 500 m, as observed by LS91 and SL91. The

third atmospheric event E3 induces a second deepening phase of the mixed-layer that

reaches 1240 m on 23rd February. A brief but intense Mistral event (E4) occurs in the

first few days of March after which MLDmax reaches the bottom. This represents a small

delay (11 days) compared to LS91 and SL91 observations. MLDmax shallows to 1270 m,

and then exceeds 2000m again after E5. Restratification begins on 26th March but is

briefly interrupted by E6 until 5th April when it restarts once again. In HRAF, bottom
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convection, corresponding to MLDmax ≥ 2000 m, occurs and the mixed layer evolution

is consistent with the atmospheric forcing and with the observations.

When bottom convection occurs, the water column is fully mixed and has homogeneous

characteristics, corresponding to deep water (DW) temperature and salinity properties.

DW characteristics observed by LS91 were 12.76◦C, 38.44 psu, 29.11 kg.m−3. In LRAF no

deep convection occurs therefore no DW is formed, and the surface density never exceeds

29.06 kg.m−3. Also using a 125 km resolution atmospheric forcing, Demirov and Pinardi

[2007] obtained DW whose density did not exceed 29.05 kg.m−3 and attributed this to

the low spatial resolution of the atmospheric forcing. In HRAF DW characteristics are

12.78◦C, 38.44 psu, 29.10 kg.m−3, similar to the observed values.

3.3. Deep convection spatial characteristics

LS91 defined the convection area as the region where sea surface salinity (SSS) ex-

ceeded 38.40 psu. The corresponding observed region on 21st February, when bottom

convection occurred, is shown on Fig. 1d, as well as the mixed layer depth computed

in LRAF on 8th February, when MLDmax is maximum, and in HRAF on 15th March,

when bottom convection is established (Fig. 1a). In LRAF, as already observed, no deep

convection occurs. In HRAF, though the convection area seems slightly underestimated,

the size and position of this area, centered around (5◦E, 42◦N), is in better agreement

with the observations.

Herrmann et al. [2008] carried out a simulation using corrected ERA40 fluxes: a 130

W.m−2 correction was added homogeneously to HL from December to February to cor-

rect its underestimation in ERA40. They obtained deep convection but the convection
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area was too large and shifted to the southwest. This overestimation was very likely due

to the homogeneity of the correction. The mean HL difference over the same period be-

tween LRAF and HRAF is indeed 20 W.m−2 for the LION area and 40 W.m−2 for the

MEDOC point, respectively 70% and 85% smaller than the 130 W.m−2 correction: the

downscaling method allows us to correct more accurately the atmospheric fluxes spatial

and temporal extremes without overestimating HL over the entire region.

Thus, using downscaled ERA40 fluxes enables a more accurate representation of the size

and position of the convection area and the characteristics of the DW formed than using

raw or corrected ERA40 fluxes. Rather than an average increase in fluxes, the enhance-

ment of meteorological extremes may be the determining factor in this improvement. In-

deed, previous numerical studies showed that extreme atmospheric events [Madec et al.,

1991; Artale et al., 2002] and space variability, through the strengthening of the wind

stress curl [Madec et al., 1996], promote deep convection.

3.4. Circulation during the convection event

The main current in the NWMS is the Northern Current that flows southwestward

along the coast and across the Gulf of Lions shelf. In winter, it develops intense mesoscale

meanders of a few tens of km [Millot , 1999]. For both simulations this current is visible

on Fig. 1d. However, the current flowed steadily in LRAF, whereas in HRAF it is

unstable with 30-50 km meanders. Gascard [1978] observed that mesoscale structures

corresponding to baroclinic instabilities developed at the periphery of the convection area.

Such meanders are present at the southern periphery of the convection in HRAF, but not

in LRAF. In HRAF, they evolve into eddies of vertical scale larger than 1000 m, of radius
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∼ 10-15 km and of maximum orbital velocity ∼ 10 cm.s−1. These eddies advect DW out

of and stratified water into the convection area. These characteristics are in agreement

with observations [Gascard , 1978; Testor and Gascard , 2006]. These structures play a

major role during the convection event: they are responsible for the stabilization of the

convection zone extension and DW characteristics, and contribute importantly to DW

transport, therefore influencing the whole NWMS thermohaline circulation [Testor and

Gascard , 2006; Demirov and Pinardi , 2007; Herrmann et al., 2008]. The circulation during

the convection event is therefore represented correctly in HRAF, and not in LRAF.

4. Conclusions

We chose the well-observed 1986-87 winter to evaluate the capacity of an eddy-resolving

oceanic model forced by high resolution atmospheric fluxes to represent deep convection.

Using ERA40 downscaling instead of directly using ERA40 fluxes, we obtained a better

representation of the 1986-87 deep convection event: its temporal and spatial characteris-

tics are in better agreement with the observations, and the circulation mesoscale processes,

which play an essential role during deep convection, are accurately represented. To our

knowledge, this is the first time that deep convection and associated mesoscale structures

were simulated within a high-resolution realistic framework for both the oceanic model

and the air-sea fluxes. This downscaling method enables us to correct the underestimation

of spatial and temporal extreme air-sea fluxes in ERA40. As shown in this study, this

appears to be crucial when modeling oceanic deep convection, a major circulation process

in the NWMS. Detailed sensitivity tests should be performed to confirm this hypothesis.

Other years and longer periods between 1958 and 2001 can now be studied using ERA40
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downscaling, which provides an adequate high-resolution atmospheric forcing for modeling

the Mediterranean thermohaline circulation and its interannual variability.
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HRAF mean 90th perc. max. corr.

HL 117 (+10%) 414 (+17%) 1042 (+58%) 0.91

WL 2.6 (+19%) 8.8 (+21%) 21.3 (+106%) 0.69

BL 6.5 (+11%) 22.1 (+15%) 57.1 (+68%) 0.88

τ 0.15 (+32%) 0.36 (+27%) 0.75 (-8%) 0.81

Table 1. HRAF values (mean, 90th percentile, maximum and time correlation with the

LRAF time series) computed for the LION area from the daily values of the December-

April period for the net heat loss (HL, W.m−2), net water loss (WL, mm.day−1), buoyancy

loss (BL, 10−8 m2.s−3) and wind stress norm (τ , N.m−2). The relative error between HRAF

and LRAF datasets is given in brackets.
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Figure 1. Atmospheric and oceanic characteristics during the 1986-87 winter for LRAF

and LRAF. (a): Evolution of the mean wind stress τ , heat loss HL and water loss WL, and

of the maximum mixed-layer depth MLDmax over the LION area between 01/12/86 and

30/04/87 for HRAF (red) and LRAF (black). Grey boxes mark meteorological events.

(b): Quantile-quantile plot of τ , HL and WL averaged over the LION area. A loss for

the sea corresponds to a positive value. (c): Total heat loss (W.m−2, colors) and wind

stress (N.m−2, arrows) on 11/01/1987. The white line delineates the LION area. (d):

Mixed layer depth (m, colors) and current at 50m depth (m/s, arrows) on 08/02/1987 for

LRAF and on 15/03/1987 for HRAF. The black line delineates the observed convection

area (LS91).
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