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Abstract

This paper is still being revised. It will eventually appear in the proceedings of the 2010 surveillance
studies conference. It can then be cited as follows: George Danezis and Seda Gürses, A critical
review of 10 years of Privacy Technology, In the Proceedings of Surveillance Cultures: A Global
Surveillance Society?, April 2010, UK.

Since 2000 there has been a renewed interest amongst computer scientists in the field of ”privacy tech-
nology”. This includes mechanisms for “anonymous” communications, censorship resistance, selective
disclosure credentials, as well as privacy in databases - all of which are meant to shield the user from
some aspects of on-line surveillance. Beyond the lab, some of those systems have been deployed and
are widely used today.

Yet, the type of surveillance against which privacy technologies are supposed to offer protection
is often ill-defined, and widely varying between works: from an individual who wishes “to hide an
occasional purchase from his spouse”, to “groups coordinating political dissent under totalitarian
regimes”. While privacy is seen as the key unifying theme of these works only one aspect of it is
systematically represented, namely ”confidentiality”. Privacy as self-definition, informational self-
determination or as a public good that needs to be negotiated is often neglected. Further, the
increasing omni-presence of surveillance technologies, the informatisation of every day life, as well as
active resistance to on-line surveillance are used as justifying departure points for privacy technologies
but they have so far not been explored in depth in the privacy research field.

In this paper, we explore the development of contemporary privacy technologies, its key results
and methodologies. At its heart our argument is that the field of privacy technology was seeded
by computer security and cryptography experts that rushed to apply their tools to new problems,
yielding mixed results. Additional pressures from different stakeholders to devise technology that
will make large IT systems acceptable to the public, has led to further confusion about the goals and
methods most appropriate to embed privacy friendly values into computer systems. Using concrete
examples, we seek to explain why some paradigms came to dominate the field, their advantages, but
also their blind spots, and unfulfilled promises. From the results of the analysis we expect to infer
new requirements for future privacy research.

1 Introduction

The technical field of privacy technology can be traced back to the late 70s to 1981s, when David Chaum,
proposed in his seminal paper the first method for supporting anonymous communications, over networks
where all communications are under surveillance [13]. This early work was technically enabled by the then
recent invention of public key cryptography. Over the following decade, the work was influential but the
community researching privacy technologies remained small (prominently counting Andreas Pfitzmann,
Birgit Pfitzmann and Michael Waidner), and focused around the topic of confidentiality in communi-
cations within the wider blooming cryptograhic community. By confidentiality in communications they
aimed for both confidentiality of the communication content, but also keeping the participants and the
time of a communication secret from unauthorized others. Chaum himself was at the time integral to
the community, and in setting up the International Association for Cryptologic Research (IARC) that
manages the most highly regarded conferences in the field (CRYPTO and EUROCRYPT).

In the mid 80s the idea of combining authenticity and privacy was proposed again by David Chaum [15].
Over the 90s, alongside the internet boom, this was to become the second dominant paradigm in the
small, but growing privacy technology community. David Chaum developed blind signatures to sup-
port anonymous electronic cash [14], Stefan Brands developed efficient schemes for single show selective
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disclosure credentials [7], and Camenisch significantly extended these ideas to build multi-show creden-
tials [11]. These selective disclosure credentials allowed users to prove that they fulfill certain conditions
for accessing systems while revealing minimal information, e.g., only revealing that the user is of a given
age without revealing her birthday or any other information about her. These techniques were at their
very heart cryptographic: they made use of cutting edge cryptographic primitives, such as zero knowledge
proofs, and pushed the cryptographic state-of-the-art to accommodate seemingly contradictory security
properties, namely anonymity without the ability to forge credentials.

The years 2000 to 2010 were instrumental in privacy technology becoming a larger established field
within computer security. Two key venues were established to publish work exclusively on privacy
technology, the Privacy Enhancing Technologies Workshop (PET, later to become a Symposium) and
the ACM Workshop on Privacy in the Electronic Society (WPES). The community considerably widened
and changed to include a number of people from computer systems, networking, theory and usability
background. The dominance of cryptography, which was by then well developed, lessened, and privacy
technology work adopted a more general computer security character, considering the privacy properties
of whole system beyond their mathematical core.

This work examines those last tens years of privacy technology developed by the PETs community. We
aim to provide a road-map to these privacy technologies, an overview of their maturity, and their caveats.
Yet our aim is to explore the extent to which influences other than the actual end-user requirements
were responsible for shaping them as they are today, as well as the resulting privacy properties. These
include the established methodologies of cryptographers and computer security researchers, the attempt
to integrate them within government mandated data protection frameworks, or the will to use them
to make technologies that are intrinsically intrusive, from both privacy and surveillance perspectives,
acceptable to the public.

Throughout this work we present a wide selection of technologies, but we dive deeper into two of them
to illustrate our arguments. These are current proposals and models for anonymous communications (that
we define later – as the elusiveness of definition itself is part of our argument), and identity management
systems underpinning the current thinking on how to combine authentication and respect for privacy, as it
is defined by data protection. Within those families of systems a variety of solutions exist, making different
assumptions and allowing different functionality, and the choice of one over the other has significant
political and social consequences, as we shall see.

Finally, while our review is critical, and attempts to uncover the blind spots of privacy technology, it
does not place us above the rest of the privacy technology community and many of our criticisms apply
to our own work as much as the work of others. The conceptual problems and biases we describe embody
a level of genuine intellectual difficulty – such as the concept of power and identity, accountability and
limited identification, models of social cohesion for trusted infrastructures, the rules that govern the
state’s legitimacy to conduct surveillance, etc.

No systematic attempt has been made so far to confront privacy technology with the fact that these
problems lie at the core of the proposed technologies, beyond attempts to argue that the whole field is
bound to failure [60]. Yet, the observed success of even imperfect privacy technology solutions, largely
invisible to the public, have made such arguments mildly redundant. Such arguments tend to be human-
centric, emphasizing how humans (or organizations) make sense of and interact with technology in various
circumstances, minimizing the role of technology itself. We agree with [52] that discussions of privacy
technologies that dismiss any agency to the proposed solutions disregard how surveillance and privacy
debates are constitutively entangled with the underlying technologies, and vice versa. In this work in
progress, we map out examples of this entanglement, in the hope to open an academic debate on the
future directions of privacy technology, the assumptions to be made, and the privacy properties of systems
that are and will be actually developed by researchers and valued by technology users. The debate needs
to be robust and ambitious, and not shy away from uneasy questions, including “is privacy even the right
point of departure to think about developing counter-surveillance technologies?”

2 A brief review of current PETs

We start our discussion with a brief overview of Privacy Technologies developed or refined over the last
10 years.

• Privacy Enhancing Technologies (PETs):

Communications Anonymity and Anonymizers: These systems “delink” the identity of an
actor from the traces of their activities in information systems. Anonymity is achieved when
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an individual is not identifiable within a limited set of users, called the anonymity set [54]. On
the Internet, this consists of developing systems that protect the IP address or other network
addresses of a user from the communication partners using proxies, or, in further varieties,
even from the anonymity service provider itself. Latter systems are variations on Chaum’s
Mixes [13]. Research in the field focuses on anonymous communication at the communication
layer (e.g., [24, 62]), traffic analysis (e.g., [38, 59, 23]), and anonymous publishing (sometimes
also called ‘censorship resistance’, Freenet being one of the more popular applications [16]).
The current state-of-the-art system, Tor, counts thousands of volunteer relays and hundreds
of thousands of users, and focuses a lot of research effort on how to scale the system beyond
this. This success is a clear illustration that the “end of privacy” was overstated [60], and
PETS, even with their weaknesses can be popular technologies.

Identity Management Systems (IDMS): allow individuals to establish and secure identities,
describe those identities using attributes, follow the activities of their identities, and delete
identities. The research in this field is concerned with developing cryptographic schemes and
protocols used to enable anonymous or pseudonymous credentials [15, 10] that are ideally used
in combination with anonymity services discussed earlier. Further, they depend on policies
that define access control rules with respect to revealed information (e.g.,[3, 18]). In practice,
developing such user-centric systems demands the definition and evaluation of appropriate
design heuristics for such systems [5, 33, 35] and in general studies on conceptions of (digital)
identity (e.g., [2]). These are mature technologies, and some of their technical core is currently
being included in commercial projects.

Privacy Policy Languages and Policy Negotiation: the objective of this research is to de-
velop platform independent privacy policy languages that allow users and organizations to
express the privacy controls that they desire. Using such policy languages service providers
can encode their data-collection and data-use practices in a machine-readable XML format
(e.g., using the Platform for Privacy Preferences (P3P) Privacy Policies [67]). These are then
compared and matched with user policies which state the preferences of a user in a set of
preference-rules, interpreted by their user agents to make automated or semi-automated deci-
sions regarding the acceptability of a given privacy policy [41]. Later privacy policy models have
enabled the creation of access control policies that are then enforced by the service providers
(e.g., Enterprise Privacy Authorization Language (EPAL) [58] for representing authorization
and entitlement policies). Such technologies aim to enable distributed systems to enforce a
common privacy policy, and users being able to discover and reason about the information
needed to access a service or leaked as part of accessing a service. Some approaches go a bit
further to allow users to negotiate their preferences privately to access those services. Such
approaches have seen only a limited deployment, with P3P being present in some browsers,
but hardly used by on-line services.

• Privacy Preserving Data Publishing and Mining:

Tabular Data Analysis: the objective of Privacy Preserving Data Publishing (PPDP) methods
is to provide the analysts of personal information databases (microdata) with the ability to
analyze and infer certain information from the database, while forestalling the inference of
certain other information (information that could lead to privacy breaches). Privacy is guar-
anteed through suppressing or generalizing some of the attributes (called quasi identifiers), so
that they cannot be used to identify individuals uniquely or in a small set of data records, or
link individuals to a subset of their attributes (e.g.,[61, 39, 43, 57]). A similar line of research
concentrates on avoiding unwanted inferences from statistical data, known as statistical data
control [46]. Privacy Preserving Data Mining (PPDM) is concerned with randomization and
perturbation methods, as well as the use of cryptography, allowing data mining on a modified
version of the data that contains no sensitive information [65]. PPDM in distributed models
focuses on secure mutliparty computation models, so that multiple parties can carry out dis-
tributed computing tasks without revealing their data sets to the other parties [69]. PPDP
focuses on (micro)data, while PPDM focuses on the data mining results.

Differential Privacy: An alternative to PPDP is possible in interactive systems with a secure
query interface. The objective of differential privacy is to publish data such that the probability
of a privacy breach occurring is similar whether or not that person’s information is contained
in the data. Hence, no additional harm is done by releasing additional records in response to
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a query [27]. Intuitively, differential privacy guarantees that a querying observer cannot tell if
a given individual is in the set of microdata that is being analyzed or not.

Social Network Data Analysis: network or graph data cannot be anonymized using the same
methods for anoymizing microdata, as the structure of the data reveals further information
and some information is multifaceted (a single record in the network may affect the privacy of
many entities in the network [19]). Hence, naive graph anonymization techniques are subject
to local [36], global [49] and injection attacks [26]. Techniques have been developed to avoid
re-identification and edge disclosure. In parallel to microdata publishing algorithms, these
include alteration based approaches [45] achieved through adding edges to the graph to reach
k-anonymity among nodes or subgraphs, generalization based approaches [36] that obscure
local details while keeping global properties; ramdomization based approaches that change
the graph randomly [56]; and, publishing the network interactively using differential privacy
[26]. Further methods have been concerned with constructing the network privately using a
mix of access control models and cryptography [12, 30], protecting the graph from the service
provider or data publisher itself as well as potential inferences made by other (colluding) users.

Privacy Preserving Recommender systems: Looks at ways of providing privacy from central-
ized recommender system providers, as well as the privacy of individual users from other users
of the system. Recently, new directions of research consider integrating recommender systems
and differential privacy [47].

3 Privacy as Confidentiality

In one of its historical moments, privacy has been defined as “the right to be let alone” [66]. Although
originally formulated by legal scholars as a right that protects individuals against gossip and slander,
this construct has since then acquired a wider meaning. Namely, it refers to an individualistic liberal
tradition in which an intrinsic pre-existing self is granted a sphere of autonomy free from intrusions from
both an overbearing state and the pressure of social norms [55].

This definition has also been popularly used by some of the privacy researchers in computer science
and has been interpreted as an autonomous (digital) sphere in which the data about persons is protected
so that unauthorized others cannot access it, also known as data confidentiality. Privacy is hence defined
as avoiding making personal information accessible to a greater public. If the personal data becomes
public, privacy is lost.

As we shortly introduced above, numerous privacy technologies are concerned with data confidential-
ity. The main objective of such technologies is to enable the use of information based services while either
minimizing the collected information, anonymizing the collected information, or securing the collected
information from unauthorized access.

Data confidentiality:
Once data about a person exists in a digital form, it is very difficult to provide individuals with any

guarantees on the control of that data. In order to keep data private, in other words confidential from a
greater public, various cryptographic building blocks can be utilized to achieve a number of properties.
These building blocks can be used to achieve system properties like unlinkability, undetectability, un-
observability, and communications content confidentiality. Various formal definitions of these properties
exist. According to [54] unlinkability between two information items holds when an observer of the system
cannot distinguish if the two information items (in a system) are related or not. Undetectability of an
information item of interest is guaranteed when the attacker cannot sufficiently distinguish whether the
information item exists or not. Unobservability of an information item of interest is guaranteed when
both the undetectability of the item against all subjects uninvolved, and the anonymity of the subjects,
even against other subjects involved in the information item of interest, hold. Different metrics can be
used to quantify the degree of linkability, undetectability and unobservability that an observer identifies
after her observation of the system given her a-priori knowledge. Communications content confidential-
ity is guaranteed through encryption of the content, where the guarantees are based on computational
metrics.

With respect to the conditions of the communication further confidentiality properties can be achieved
which can be guaranteed through anonymity. Unlinkability can also be seen as a generalization of
anonymity e.g., sender anonymity is when a message and the sender cannot be linked. We will see later
that most of the building blocks that we categorize under data confidentiality are also used in identity
management systems.

4



The past few year have seen a radical paradigm shift in data anonymization research. First of all a
number of very powerful and general de-anonymization attacks [48] have been demonstrated on real world
datasets, that cast serious doubt on whether rich data-sets containing relational data between users (such
as ratings of movies) can ever be made safe to release. This, in effect shatters the promises of previous
work (such as k-anonymity) that technical solutions will allow both privacy and useful public data-sets.
The second line of work on differential privacy sets the problem of privacy for published statistics on
a firm theoretical basis, and shows how much perturbation is necessary to prevent inferences about
individuals. While this is a positive result the mechanisms that are needed to provide these guarantees
differ significantly from current (un-safe) practice.

Anonymity in communications: In communications, anonymity is achieved when an individual
is not identifiable within a limited set of users, called the anonymity set [54]. An individual carries
out a transaction anonymously if she cannot be distinguished by an observer from others in that set.
The observer, often also called the adversary, may obtain some additional information [22]. This means
that the observer captures probabilistic information about the likelihood of different subjects having
carried out a given transaction. The observing party may be the service provider or some other party
with observation capabilities or with the ability to actively manipulate messages. Depending on the
observer’s capabilities, different models can be constructed with varying degrees of anonymity for the
given anonymity set. The degrees of anonymity is calculated using metrics, the most popular of which
are entropy based metrics. Exactly what degree of anonymity is sufficient in a given context is dependent
on legal and social consequences of a data breach and is an open question [22].

Communications anonymity keeps the identity of the persons in information systems confidential but
is not necessarily concerned with how public the traces subsequently become. This is also reflected in data
protection legislation which by definition cannot and does not protect anonymous data [32]. Technically,
applying data protection to anonymous communications would paradoxically require that an identifier is
left behind. Leaving identifiers behind are likely to conflict with the desire to communicate anonymously.
This is a fundamental tension between the requirements of Data Protection regimes, and the goals of
most common anonymizers as well as the desires of users, that is not resolved and hardly discussed: in
order to implement an effective and comprehensive data protection regime, we fist have to implement the
most extensive surveillance and tracking infrastructure.

As for data anonymization some very important impossibility results have also been shown for com-
munications anonymity. Any systems that only protects users within anonymity sets that are changing
will in the long run leak the long term communication partners of users. In other words communications
anonymity is at best a tactical protection, as long term profiles will be extracted. The full impact of
this result has not yet been fully digested by the research community: many systems prefer to ignore
this reality in their security analysis, while other systems further weaken their security models on the
basis that in the long run all anonymity is lost. It is a multi-disciplinary problem what types of commu-
nications anonymity are needed for different activities, and whether tactical short term anonymity is a
useful property at all. Conversely, it is questionable (but hardly questioned) whether long term profiles
or identities even exist: could it be the case that a users preferences, profiles and identities change faster
than the rate at which they can be uncovered?

Distrbuted Architecture, data minimization and confidentiality: Another confidentiality ap-
proach depends on the underlying architecture of the system-to-be to guarantee information confidential-
ity. In a distributed system, where the personal data is collected through distributed clients (or devices)
various steps can be taken to minimize the collection of information and to obtain data confidentiality.
For example, in a distributed system like a car toll system, devices can be embedded in vehicles that track
the vehicles’ use of toll roads. This can be done such that the personal data collected by the embedded
devices are minimized [4]; the surveillance information is aggregated before it is sent to a central server
so that detailed location information collection is avoided; and, the communication between the devices
and centralized system are secured in order to avoid unauthorized access and unwanted inferences from
communication patterns.

Anonymity in databases and networks: One difference to communications anonymity is that
PPDP methods aspire to protect the utility of the anonymized surveillance information for data analysts.
Hence, in PPDP models the database or service provider, for example an SNS, is trusted with all the data.
Guaranteeing anonymity is a requirement when the (SNS) database has to be analyzed (e.g. data-mined),
especially so when this is done by third parties.

PPDP research on relational databases as well as network data has shown that not only simple
anonymization techniques but that most existing anonymization techniques do not work, because ill-
meaning or even unsuspecting analysts (also called “adversaries”) may, through additional information,
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like the network structure in a social network, recover the supposedly-unlinked identities and/or find
more information about these data subjects [61, 39, 43, 57, 25]. Differential privacy may offer some
alternatives, although it is a very specific way of publishing data i.e., interactively and the usability and
feasibility of applying this new method is a topic of future research [27].

3.1 Potentials and limitations of confidentiality mechanisms:

We have discussed three types of privacy solutions that rely on the assumption that keeping data confi-
dential, minimizing the collection of data, and de-identifying collected data protects individual privacy.
By arguing so, these solutions assume that certain information practices, i.e., confidentiality and data col-
lection minimization, are better for privacy than others. For example, communications anonymity keeps
the identity of the persons in information systems confidential but is not necessarily concerned with how
public the traces subsequently become. Hence, the solutions assume that unlinking the (unidentifiable)
traces an individual leaves behind is a desirable and sufficient protection of the communications of that
individual. Hence, communications anonymity privileges protection through the unlinkability of indi-
viduals to their traces, over the visibility of that link protected through additional technical and legal
measures. There are legal, technical and social problems with this position.

The legal problems arise from the fact that data protection applies only to a subset of collected infor-
mation, namely ‘personal information’. At first sight, data protection legislation echoes the assumption
that anonymity is sufficient to protect individual privacy: by definition data protection cannot and does
not protect anonymous data [32]. It only applies to personal data; or, in other words, data that can be
identifiable, hence linked back to the individual. As a result, applying data protection to anonymous
communications would paradoxically require that an identifier is left behind. Leaving identifiers behind
are likely to conflict with the desire to communicate anonymously. This is a fundamental tension be-
tween the requirements of Data Protection regimes, the objectives of anonymizers, as well as the desires
of users. This tension even manifests itself beyond applications like anonymizers: in order to implement
an effective and comprehensive data protection regime, we first implement the most extensive surveillance
and tracking infrastructure.

Technical problems have to do with weaknesses of anonymous communication systems with respect
to long term communication, as well as the results from PPDP showing the impossibility of anonymizing
databases. Systems that only protect users within anonymity sets that are changing will in the long
run leak the long term communication partners of users. In other words communications anonymity is
at best a tactical protection, as long term profiles will be extracted. Further technical problems arise
due to the impossibility results from both PPDP and PPDM. With the increasing application of data
mining to content analysis and given the ability to link information from multiple sources the likelihood of
re-identification of users or the linking of messages from a single user using anonymous communications
will further increase. The full impact of these results has not yet been fully digested by the research
community: many systems prefer to ignore this reality in their security analysis, while other systems
further weaken their security models on the basis that in the long run all anonymity is lost. It is a
multi-disciplinary problem what types of communications anonymity are needed for different activities,
and whether tactical short term anonymity is a useful property at all. Conversely, it is questionable (but
hardly questioned) whether long term profiles or identities even exist: could it be the case that a users
preferences, profiles and identities change faster than the rate at which they can be uncovered?

Privacy as confidentiality solutions are also made more vulnerable through the increasing popularity of
data intensive applications like SNS. Yet, the recent popularity of The Onion Router (TOR) [63] shows
that anonymity services are also indispensable. The increase in the collection of massive amounts of
personal data as well as in the use of anonymity services underline the challenges to and the importance
of guaranteeing privacy through confidentiality solutions. In the least, these challenges demand that
researchers advance new solutions that are robust enough against the vulnerabilities that occur as a
result of advances in data mining. For requirements engineering, these results mean that both PPDP
results and existing anonymity metrics have to be considered when deciding on the necessary anonymity
models to implement.

Moreover, from different surveillance studies perspectives, it can be questioned in the privileging
of confidentiality of the link between a user and her traces is always desirable (also for privacy). [60]
argues that our societies are increasingly organized as networks underpinned by digital information and
communication technologies. He claims that in such networks the characteristics are determined primarily
by its connections, rather than its intrinsic properties, Hence isolation, as would be argued for in the
privacy as confidentiality paradigm, is an undesirable option [60]. [71] claim that PETs offer “customers”
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only a false perception of autonomy. The consumer self is ontologically not distinct from its representation
in the electronic market-space. The consumer categories cannot be manipulated, because the consumer
is constituted by language and the language governing the electronic market space is constituted by
(marketing) databases. [55] argues for the importance of anonymity for the negotiation of the public
and private boundaries for social issues, but urges not to argue for conservative privacy absolutes that
reinforce normative boundaries.

4 Privacy as Control

A wider notion of privacy, appearing in many legal codifications, defines privacy not only as a matter of
concealment of personal information, but also as the ability to control what happens with it. One reason
for this notion, which does not call for strict data parsimony, is that the revelation of data is necessary
and beneficial under many circumstances – and that control may help to prevent abuses of data thus
collected.

This idea is expressed in Westin’s [68] definition of (data) privacy: “the right of the individual to decide
what information about himself should be communicated to others and under what circumstances” and
in the term informational self-determination [9]. Informational self-determination is also expressed in
international guidelines for data protection such as the OECD’s Guidelines on the Protection of Privacy
and Transborder Flows of Personal Data [51], the Fair Information Practices (FIP) notice, choice, access,
and security [64, 31], or the principles of the EU Data Protection Directives [28, 29]. As an example,
consider the principles set up in the OECD Guidelines: collection limitation, data quality, purpose
specification, use limitation, security safeguards, openness, individual participation, and accountability.

This concept of control underpins the intended privacy provided by current identity management
(IM) designs. Identity management systems emerged in the 90s, initially without considering privacy as
a core feature. The first widely deployed system was Microsoft Passport, a service which allowed users to
sign-up and log in to an account once and then use this account with other cooperating services on-line.
The passport system was also the earliest failure of an ambitions general purpose IM system. The system
was shunned by third-parties, as it locked them in a relationship with a single identity provider, namely
Microsoft. The lack of privacy, and the ability of the identity provider to observe the browsing habits of
users, was only a marginal issue in this debate.

The industry’s response to Passport, and its failure was to launch the Liberty Alliance [40] – a group of
initially 30 companies (now about 150) that promoted open standards for federated identity management.
The emphasis was placed on the fact that different identity providers can inter-operate and make claims
about a data subject. These claims are relayed by the data subject to relying parties that accept those
claims and grant the subject some privileges. This 3-party architecture, with the user in the middle,
has since become the dominant patterns for building IM systems. Microsoft cardspace, that shipped
with Vista, adopts it to implement a multi-provider IM system that has again not been a wide success.
The liberty protocols, while technically influential, have also failed to establish themselves as a de-facto
standard. While Liberty Alliance claims over a billion devises support their protocols even technical
people would struggle to name a singe on-line credentials they have using this protocol.

Under the hood IM systems implement privacy using a varying quality of technology. The Passport
system allowed the single identity provider, Microsoft, to observe all the interactions between users and
relying parties. The Liberty protocols allow multiple identity providers and put the user in the middle
of the interaction between them. Still, a cooperating identity provider and relying party can put their
information together and infer all of a user’s activities. Thus the Liberty protocols rely on these two
parties not cooperating to violate privacy, hence being different, a third party not being able to gain this
information, and presumably a market system that allows users to chose service providers that would
respect their privacy in this way. The Microsoft Cardspace technology made similar assumptions when
it was shipped in 2007, and we can see that this is the prevailing architecture for IM in the last decade.

Yet, it turns out, this is a weak privacy mechanism, and the same functionality as in Liberty and
Cardspace can be implemented using selective disclosure credentials. Those are cryptographic construc-
tions that allow a credential to be issued by an identity provider to a data subject, that then shows it
to a relying party to gain some privileges. This is equivalent to the Liberty architecture, except that
the cryptographic construction guarantees that the issuing and the showing of the credentials cannot be
linked to each other – effectively guaranteeing privacy against them colluding. From a cryptographic
and security engineering point of view this is the proper and most secure way of implementing identity
management systems that follow the user-centric paradigm – it is simply magical that credentials can be
unlinkable and yet not forgeable. They technically allow users to create and use pseudonyms that are
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unlinkable to their real identity, or to only disclose some certified attributes to relying parties. Systems
using selective disclosure credentials have been implemented in large scale prototypes (PRIME [34]) and
are now being rolled out as part of new IM frameworks by Microsoft in Windows Identity Foundation.

But is it the case that this common IM architecture can really guarantee privacy in terms of control?

4.1 The illusion of control

The dominant IM architecture places the user in the middle, mediating the flows of certified attributes
from the identity provider to the relying party. Arguably, this position is the ultimate privacy safeguard,
as it puts the user firmly in control of those information flows. This is of course an illusion, and being in
the middle of a sticky situation does not automatically put one in control of anything.

The inspiration for the name of the first widely deployed IM system, Passport, illustrates this insight.
A citizen or subject is issued a passport that certifies their status vis-a-vis the issuing country, certifies
some of their attributes, and binds them to a biometric. The passport, or identity card, is then held
by a citizen and presented at the borders to cross, at police checks in the case of identity cards in some
jurisdiction, or to access services in others. In all these interactions the subject is in the middle, yet none
of them are particularly empowering. Instead, one may argue, one has to suffer the double humiliation
of not only being subject to registration and further controls, but also being used as part of the identity
machinery as a mere information channel, i.e. a carrier of the passport or ID documents.

Current implementations of IM systems are much less coercive, and give a greater illusion of control.
Special interfaces are drafted that allow users to select from a variety of credentials which ones to show
a relying party, and of course allow the user to not proceed with a transaction if they feel that the
relying party demands too strong a form of identification. Yet, choice at this level as well as the option
to abstain from a service or on-line space is only a caricature of control. To pursue our parallel with
national identification schemes, it is equivalent to allowing a choice between showing a driver’s licence or
a passport as ID or abstaining from travelling or opening a bank account. This is often not possible.

In practice the concrete balance of power between a relying party and a data subject will dictate
how much information about the one or the other is exchanged. This is hardly ever the subject of a
individual negotiation in real-life (although often at the core of collective demands of social movements),
and has hardly even been in the on-line world beyond well documented attempts at market segmentation
or academic exercises. The whole field of trust negotiation has struggled to find a single application that
gives the user genuine choice about the amount of information to be disclosed to a service provider. This
is again interpreting privacy through the lens of the familiar bias: an individualistic approach – choice
here – to privacy.

4.2 The tyranny of certified attributes

We have argued that traditionally the balance of power between the data subject and the service provider
(or relying party) has dictated the amount of information the one requires from the other. Thus putting
the subject “in control” of tokens certifying attributes of their identity, does not in practice give them
any “informational self-determination”, as they are subject to coercion to provide this information or
be excluded from services (or worse liable for non-compliance). Yet, the IM architectures hardly ever
fail due to this apparent lack of privacy – they fail because they ignore this original power dynamic by
introducing a third party that certifies attributes, i.e. the identity provider.

The concept of an identity provider is a strange one to start with, and one has to wonder what are
the concrete tasks they are entrusted with. First of all, it is questionable what elements of one’s identity
and what attributes of a person are amenable to certification. An identity provider may be require to
certify a variety of things: that an identity is fresh, and identity is unique, that an identity is expensive
to change, that a single real physical person is in control of the identity, that the person controlling the
identity can be found (physically), that the person behind this identity is the same as the person behind a
previous interaction, etc. All of those have some use in different security protocols, and different security
mechanisms exist today for checking different properties. Having a separate party certifying an identity
would have to be accompanied with a very precise description of the actual property that the certification
guarantees, for a relying party to be able to use it at all, let alone rely on it to secure anything.

The fact that the identity provider is certifying attributes on which the relying party makes decisions
requires them to share a common ontology of attributes. This is in practice very difficult: when looking
closely there are few ‘facts’ of a person’s identity that are self-explanatory and universally understood.
The name of a person is an obvious attribute: it can change, it can be the same as many other people’s
names, and is difficult to match for equality due to potentially different equivalent spellings. Age, or
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date of birth, is another obvious general purpose attribute that IM systems refer to: yet out of context
it is of little use. It has to be compared with a complex set of rules to act as an attribute that are also
often determined by the identity provider: is the person allowed to drink, drive, have sex? Age by itself
cannot answer that question. Beyond those attributes IM systems can certify either further demographic
information or certify system specific attributes. Demographic attributes – gender, place of birth, religion
– are of questionable use for security decisions beyond discrimination, that is often illegal. System level
attributes – unique passport ID, login name, account balance on a date, class of service – are so system
specific that they deny the utility of a general purpose identity infrastructure. There are intimately tied
in with the system of the relying party, and have no meaning outside it. Once the ontology is only used
by a single relying party, the triangle becomes meaningless, and the identity provider might as well not
be there at all and folded into the service provider.

Finally, the separation of the relying party and the identity provider fundamentally shifts balances
of power. In the two party relationship between the user and the service provider, we already argued,
the provider is effectively in control. With the introduction of the identity provider, this balance of
power shifts, and rests with the identity provider or providers. This can be understood in two ways: the
relying party is in effect making use of the certified attributes to make security decisions. If the identity
provider makes false claims about an identity, then the security of the relying party can be compromised
– in technical terms the identity provider is withing the trusted computing base of the relying party.
Secondly, the identity provider makes judgements that cannot be ultimately tested by the relying party
– if there was an objective truth about the certified attributes there would be no need for a third party
certifying them. By entrusting the identity provider to make these judgements the relying parties accept
the ontologies and semantics the identity providers use to interpret attributes – which is itself an exercise
in power.

4.3 The temptation of escrow

As we have seen the triangle of service provider, subject and identity provider is by far not a “natural”
one, even if the user is in the middle of it. So why is this architecture so favoured within e-government
circles? This uneasy triangle introduces mediation: tokens provided by the identity provider, mediate
all transactions between subject and service providers – and this mediation as we have seen is great for
surveillance.

Privacy friendly identity management systems are built using selective disclosure credentials that
make “identity provision” and “identity use” unlinkable. Researchers in this field are very attached
to this notion and have proven that schemes can be build that are information theoretically secure,
preventing an adversary with even infinite computational power to break the privacy of the schemes.
Yet, over the past 10 year, and particularly within the European research agenda it has become accepted
that such scheme should be made intentionally weaker to allow a “trusted third party” to de-anonymise
transactions if there is ever such a need (and against dire warning against this practice from earlier work
by Brands [8]). This practice is veiled under civilised and attractive names such as “accountability” or
more honestly “traceability”, while its opponents denounce it as “escrow” (alluding to “key escrow” that
fuelled the crypto-wars in the 1990’) or simply “surveillance by design”.

Two aspects of turning IMS systems into surveillance infrastructures are noticeable: the fact that
they are outsourced and the fact that their architecture and rationale makes escrow fatally attractive.

First of all it is interesting that proposed mechanisms for identity escrow do not allow the identity
provider to initiate the tracing of a transaction of link them to uses of the identity, but instead only
allows, usually unspecified, third parties. Ideally those third parties are judicial authorities, potentially
they are law-enforcement, and in practice they will be intelligence agencies that are commonly entrusted
with holding cryptographic material on behalf of governments. So, if only those actors can convince
service providers that independent identity provision is economically preferable, and if only identity
providers can be sustained by a business model, they will find themselves with a distributed surveillance
infrastructure that can be turned on-and-off at will, under the veil of the highest standard of privacy
technology. Furthermore, this surveillance infrastructure is self-funded and ubiquitous.

Escrow mechanisms are orthogonal to selective disclosure credentials, and one could envisage an IM
infrastructure free from surveillance by design. So, why is it that the latest projects include an escrow
component? The first explanation might be simple: their funding comes from e-govenment projects, and
the funders can see the value of surveillance. Yet, this explanation is only partial, as there is a genuine
feeling, even amongst some privacy researchers that a general purpose escrow mechanism is needed for
large IM systems. Full identity escrow is inevitable due to the general and open ended nature of the
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IMS systems themselves: by definition the identity providers are separated from service provision, and
therefore do not know and cannot possibly predict what the credentials are going to be used for. This
open-endedness makes it impossible to predict the effectiveness of any custom-built abuse prevention
measures: for every abuse prevention measure short of revealing the full identity of the user, a fictitious
abuse scenario within a fictitious service can be constructed to assert it would not be sufficient to avert
a drama.

Practical custom built privacy preserving mechanisms have been successfully proposed for specific
applications of credentials: double-spending prevention for e-cash, n-periodic spending for tickets, black-
listing of users (without revealing their identities) for forum abuse, and reputation systems to prevent
spam. Given a specific security goal of a system the privacy research community has systematically
provided specific abuse prevention mechanisms that preserve privacy. Yet, it is impossible to build those
for the open ended scenarios for which IM systems are destined, making an on-off privacy switch as the
only acceptable mechanism.

4.4 Breaking up the identity management menage-a-trois

It is within that IM context that selective disclosure credentials are meant to provide privacy: a user
that is coerced into participating into a system for lack of choice or even by dictate – for e-governement
architectures; a relying party that is losing control over part of its security infrastructure and outsources
security decisions to an identity provider that may not share the same ontology or even concept of identity
with it; finally, an identity provider that certifies attributes that are either meaningless for most security
decisions (demographic) or so tied into a system that would be better checked by the relying party; over
all this looms the spectre of a surveillance entity that can, at the flick of a switch, de-anonymize any or all
transactions. While perfect privacy and unlinkability can be proved beyond doubt for the cryptographic
constructions the idea of privacy as informational self-emancipation is far from being realised. How can
privacy technology disentangle itself from this situation?

The first hopeful direction is to accept that the three parties will in practice have to be reduced to
two, by leaving out the separate identity provider. This can be done in two ways, depending on the
application:

1. The subject or user of a service can self-certify their identity and attributes. This is in practice the
current model in many “free” on-line services (Hotmail, gmail, facebook, flickr, . . . ). The service
provider just has to rely on the information provided, even though it might be potentially false.
For some important aspects of identity this is fully sufficient: the OpenID mechanism, as well
as self-issued credentials, can ensure for example that two otherwise anonymous transactions are
performed by the same person.

2. In the second case, the service provider acts as the identity provider. This is a common scenario in
workplaces or educational establishments that also run services. Those places use off-line methods to
establish who is who, and then distribute credentials to authorised users to access services. Currently
these credentials are privacy invasive and link transactions to a single identity. A promising avenue
for identity management would look at how selective disclosure credentials can be used to make
this process more privacy friendly. This solutions avoid the ontological gap that is introduced by
separating service and identity provider at the detriment of supposed cost as each provider has to
replicate an identity infrastructure – this has so far been the only systematically successful strategy,
and for good reason as we have seen.

A third strategy is just emerging from the field of PETS about how to establish identity and certify
attributes, potentially in as privacy friendly manner. It consists of crowd sourcing both identity provision
as well as attribute certification: this involves users certifying each others identities, and potentially
attributes. This has been deployed by google that customarily requires an invitation to create accounts
on services, as well as a way to bootstrap “reputation” in on-line services such as couchsurfing.com.
More theoretical research shows how a friend-of-a-friend approach can be used to solve key problems in
identity: how to ensure identities are not fake and aiming to flood a system [70, 21], or how to recover
lost or stolen passwords [6]. Making those distributed approaches to identity privacy friendly could be
the key research challenge of the next decade.

When it comes to giving users real control solutions might escape the realm of identity management,
something that will be hard for researchers to accept, as well as a realisation that goes counter to
established business models. Real user control is probably best served, not by allowing multiple providers,
but by allowing user data to be fully under the control of the user: this allows easy and cheap migration
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between services, as well as local processing. The data protection regimes, as well as many PETS that
aim to support them, are poor substitute for this simple architecture: users, and software under their
control, should be able at all times to access fully, process, copy, and delete information that is held on
their behalf to provide a service.

Finally, the limitations of IM systems have to be recognised when it comes to privacy, particularly
when the academic community engages in conversations with policy makers. IM Systems cannot offer
any protection to the data once it is in the possession of third party service providers. Control in this
case is reduced to users being able to chose which entity can violate their privacy though malice or
carelessness. The proliferation of service providers, and the ephemeral nature of the interactions with
many of them, makes it a management nightmare for users to keep track of where their information is
being processed, and IM systems offer no solution to this. The inherent difficulties in anonymizing fully
complex interactions makes information help in user profiles sensitive. While IM systems might help keep
track of authentication relationships actual user data stored in services is not mediated through them,
and cannot be easily audited. Thus, even when it comes to enforcing strict data protection requirements,
IM systems are only a small part of the solution.

Finally, IM systems do not recognise how people actually construct and play with their fluid identities
when interacting with each other and private or government services. The current, monolithic, approach
to identity management presents inherent limitations in that respect.

5 Privacy as Practice?

The privacy as practice paradigm mechanisms are an even more recent development in the research field
of privacy technologies. These mechanisms are about making it possible to intervene in the flows of
existing data and the re-negotiating of boundaries with respect to collected data by making transparent
the way in which information is collected, aggregated into data sets, analyzed and used for decision
making. These two activities rest on, but extend the idea of privacy as informational self-determination
in that they demand transparency with respect to aggregated data sets and the analysis methods and
decisions applied to them. In this sense, these approaches define privacy not only as a right, but also as a
public good [37]. They also make use of the definition of privacy as the “the freedom from unreasonable
constraints on the construction of one’s own identity” [17]. Since these mechanisms are relatively new,
it is difficult to say exactly the principles that they apply. Nevertheless, they are distinct enough to be
categorized independently of the two other types of privacy mechanisms.

Palen and Dourish argue that “privacy management in everyday life involves combinations of social
and technical arrangements that reflect, reproduce and engender social expectations, guide the inter-
pretability of action, and evolve as both technologies and social practices change” [53]. Boyd and Ellison
state that privacy in social networks sites is also implicated in users’ ability to control impressions and
manage social contexts [20].

These definitions emphasize that confidentiality and individual control are part of privacy, but not
all. Privacy includes strategic concealment, but also revelation of information in different contexts, and
these decisions are based on – and part of – a process of collective negotiation. Tools that support data
concealment and revelation individually and collectively through feedback are hence typical for privacy
as practice mechanisms. They can also be distinguished from mechanisms in the other two paradigms,
since they are very much based on experience and hence incorporate changes with respect to privacy
concerns over time.

As an example of feedback and awareness tools, Lederer et al.[42] suggest improving privacy sensitivity
in systems through feedback that enhances users’ understanding of the privacy implications of their system
use. This can be coupled with control mechanisms that allow users to conduct socially meaningful actions
through them. These ideas have led to suggestions like the identityMirror [44] which learn and visualize
a dynamic model of user’s identity and tastes.

A similar approach is suggested in the concept of privacy mirrors [50]. The authors criticize purely
technical privacy preservation solutions that do not take the social and physical environments in which the
technical systems are embedded into consideration. Making the data visible would make the underlying
systems more understandable, enabling users to better shape those socio-technical systems, not only
technically, but also socially and physically. A first implementation of a “privacy mirror” exists in
Facebook through which users can set controls on their profile information and then check how their
profile is seen by their friends.
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6 Conclusion

We have traced the recent history of the privacy technology field, provided a necessarily abbreviated
survey of key technologies, and looked in depth at anonymous communications and identity management
systems and their context. In both cases we see that the otherwise broad concepts of privacy are nar-
rowed down to very specific interpretations when translated to technology. Privacy in communications is
interpreted as an individualistic need for hiding a network address, and privacy in identity management
systems is interpreted as the technical ability to issue and use credentials in an unlinkable manner. Within
their wider contexts privacy friendly communications only support some specific privacy needs. Privacy
friendly IM systems on the other hand are embedded in a much more complex social reality, that often
negates their privacy benefits or worse has the potential to turn them into a surveillance infrastructure
in disguise.

When building technical systems, it is necessary to make choices about what properties they will
implement, and making correct choices is part of providing value to users. We do not have a fundamental
objection to this approach. Yet, narrow interpretations of privacy sometimes come to redefine what
privacy means, and that can lead a whole academic community to solve specific problems while ignoring
the larger picture.

Anonymous communications and selective disclosure credentials are the oldest and most mature pri-
vacy technologies. A battery of new technologies are currently being developed to address other aspects
of privacy. They include privacy friendly data mining, data privacy, election systems, location privacy
systems, and complex privacy preserving computations. As these become more prominent we aim to
widen our analysis of how the properties they support match privacy aspirations of users in different
contexts, and expect to find similar biases and narrow interpretations of privacy there.

Along with newer privacy technologies newer approaches are emerging from within the privacy tech-
nology field: transparency tools that illustrate the potential for surveillance, break the glass policies that
provide auditing capabilities, the use of social networking platforms to bootstap identity, and privacy as
practice. None of these is a silver bullet, and they come with their own open problems, contradictions
and necessarily narrow interpretations of what privacy means – likely to fuel the field for many years
to come. Yet, these approaches show that despite the dominant paradigms in privacy technology there
exists an internal capacity to innovate technically as well as conceptually.
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