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Abstract
This research aims to clarify the type of autonomousmovements appropriate for telepresence robots. The design of telepresence
robots’ autonomous movements should take into account both local and remote users. From the perspective of local users, we
need autonomousmovements that enhance a social telepresence in order to smooth remote communication. On the other hand,
from the perspective of remote users, autonomous movements should be considered not only to reduce the operation load but
also to address the danger of causing discomfort. However, in previous studies on automation, the criteria about which type of
movements should be automated has remained unsettled. In this paper, we focused on voluntary and intentional movements
as a classification type of movements that can be the criteria. Voluntary movements are intentional movements, whereas
involuntary movements are movements without intention. To verify the effect of the automation of these movements, we
developed a semi-autonomous telepresence robot that automates voluntary and involuntary movements. Then, we evaluated
the impressions from local and remote users by conducting two experiments from each perspective. As a result, when not used
in excess, local users evaluated both voluntary and involuntary autonomous movements positively, while it was suggested
that automation of voluntary movements for remote users should be implemented with care.

Keywords Telepresence robot · Automation · Voluntary · Involuntary

1 Introduction

In remote communication, maintaining a high social pres-
ence [4,23] is important to ensure that communication flows
smoothly, similar to face-to-face communication. Recent
studies have shown that social presence can be improved
by using video along with audio in remote communication
[4,13]. However, the presence of remote participants in a
conference setting may be overlooked, even with video. This
fact suggests that remote communication with video fails
to sufficiently present the presence of remote participants
[7,14]. Therefore, telepresence robots for remote communi-
cation have been attracting attention.

However, since remote users have to operate the robot
while talking, they cannot concentrate on their communi-
cation. Therefore, the operation load on remote users when
using telepresence robots is a serious problem.Here, a remote
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user is a person who is remotely connected to a robot via a
computer interface. In addition, a local user is a user that
is situated in the same physical location as the robot. There
are two typical approaches of reducing the operation load
on remote users: One involves the recognition of the motion
of the remote user through motion capture with a robot that
automatically moves in the same manner [6,9,20]. The other
approach uses a telepresence robot with semi-autonomous
movements [22,33].

For their approach using motion capture, Hasegawa et
al. reported that it is possible to avoid speech collision by
expressing themovement of remote users captured by a robot
withmultiple degrees of freedom [9]. There have been studies
on enabling telepresence robots to move semi-autonomously
and the robots effect on remote users social presence and their
sense of agency [22,33]. Tanaka et al. reported that a local
user who communicated with a remote user through a telep-
resence robot felt the social presence of the remote user even
if the robot’s nods were autonomous [33]. Nakamichi et al.
reported that even when nodding was fully autonomous, a
robot can exhibit a sense of agency if the autonomous move-
ments are appropriate [22].
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Fig. 1 Communication with a semi-autonomous telepresence robot

Approaches in which a remote user directly expresses
the movements of a robot, typified by motion capture,
tend to require large equipment and a complex setup to
construct a telepresence architecture. On the other hand,
semi-autonomous telepresence robots have issues regarding
selecting movements to automatically express [22]. While
autonomous motion is important to reduce the operation
load on remote users, the sense of agency, that is, the
ability to recognize oneself as the agent of a movement
[15], of the remote user may be lost or the autonomous
movements conflict with the operation of the remote user.
However, in studies on automation [22,33], the criteria
for the appropriateness of autonomous movements were
unclear.

In this research, we analyzed how the semi-autonomous
movements of a humanoid telepresence robot affected local
users and the impressions of remote users (Fig. 1). The
main purpose of this research is to clarify which type of
movements should be semi-autonomous. As a classification
type of movement, this research focuses on voluntary and
involuntary movements and their effect on semi-automation.
Voluntary movements are the movements of intentional
behavior, such as following a face, gazing at objects and
so on. On the other hand, involuntary movements are the
movements without intention, such as blinking or breath-
ing.

To verify the effect of automation of such movements,
we develop a telepresence architecture to express the two
types of movements that can be manipulated either nonau-
tonomously or autonomously.We used the robovie-mR2 [21]
as our telepresence robot, and implemented our architecture
that combined autonomous and manual movements con-
trolled by a remote operator. This architecture is an extension
of the simple bi-layered (SB) architecture [32], a behavior-
generation architecture.

The structure of this paper is as follows. In Sect. 2, we
explain the current research and the SB architecture [32].
In Sect. 3, we discuss our proposed telepresence archi-
tecture with semi-autonomous functionality. In Sects. 4

and 5, we explain the two experiments we conducted
to investigate the two effects of autonomous robot move-
ments. One experiment centers on the local user and the
other on the remote user. Both experiments involved role-
play simulations using semi-autonomous telepresence robots
and were analyzed through video analysis and a subjec-
tive evaluation using a questionnaire. In Sect. 6, we discuss
our considerations. Finally, we present our conclusion in
Sect. 7.

2 RelatedWorks

2.1 Overview of Telepresence Robots

Kristoffersson et al. administered a survey that overviewed
telepresence robots [18]. There are two types of telepresence
robots. The first type includes mobile robotic telepresence
(MRP) systems. A typical example of an MRP system
is the Personal Roving Presence (PRoP) [27–29]. Many
telepresence robots such as the PRoP have been developed
[1,37]. These robots enable remote users to move around
in a local environment. The second type was developed
to promote the sense that a remote user is in the same
place as a local user [10,19,25,26,30,34,39]. We mainly
focus on the latter type. To emphasize the presence of a
remote user, implementing many types of human behaviors
onto robots is necessary. Therefore, we used a humanoid
robot.

2.2 Methods of Operating Telepresence Robots

The simplest methods to operate robots are those that use
keyboard inputs and those that provide a graphical interface
with controls. Although such methods are used frequently
because they are simple and require no special device, sim-
ple interfaces were sometimes thought to be insufficient for
expressing the rich behavior of robots. Controlmethods using
brain waves [35,36] have been proposed, but with existing
measuring technologies, it is difficult to express sufficient
rich behavior.

Therefore, a common method involves observing the
movements of a remote operator through motion capture and
having a robot express the same movements. Hasegawa et
al. [9] reported that a multi-degree of freedom (multi-DOF)
telepresence robot can express the preliminarymovements of
a remote user so that speech alternation could be efficiently
carried out. Matsui et al. aimed at facilitating remote com-
munication by expressing information acquired by motion
capture with a telepresence robot that demonstrated an
appearance and mannerisms very close to those of a human
[20]. Fernando et al. [6] also used motion capture to realisti-
cally reproduce the remote user’s movements onto a robot.
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However, special equipment is required on the remote
user’s side in systems using motion capture. In this research,
we focused on a telepresence robot that can be operated with
a simple controller but can express rich and smooth nonverbal
human-like behavior.

2.3 Semi-autonomousMovements

Various studies have been conducted on semi-autonomous
control for subjects such as cars, airplanes, and robots.
Approaches of introducing semi-autonomy can be grouped
into the three following types.

The first is reducing the operation load on humans under
the premise that a system is controlled by humans. This
includes the emergency stopping of cars to prevent accidents
caused by human error in operation. Since the purpose of
the semi-automation is to reduce the operation load, con-
trol of the system requires only supplemental movements. In
other words, only involuntary movements are autonomous
in many cases. A typical example of such an approach is
automatically controlling a part of the system as an improve-
ment of the Wizard of Oz method [3,5]. Semi-autonomous
movements are increasingly useful in material requirements
planning systems [2,38]. A typical use is to autonomously
move a robot to a location indicated by a remote user. There
have been attempts to implement autonomous movements in
a telepresence system using a humanoid robot called NAO
[8].

The second type is semi-automation in which humans
assist the system. Although ideally the system should move
completely autonomously, it is difficult to achieve fully
autonomous control. Therefore, humans should be intro-
duced into the system as a breakthrough measure. The
following studies investigated such approaches. Shiomi et
al. proposed semi-autonomous telepresence robots based on
the human model proposed by Norman [24] that requests
control from remote users only when they cannot respond
autonomously [17,31]. Such robots often express autonomous
intentional movements such as greetings and route guidance.

The third type takes into account situations in which
humans and systems control a robot as a single medium in an
equal relationship. Although this requires high mutual adap-
tation by humans and systems, there have been only a few
studies. If the third type is put into practical use, it is possible
that a local user will treat the robot as a human under the
impression that there is a human in control, despite that it is
under autonomous control [11].

We focused on the automation of a telepresence robot to
put the abovementioned third type of approach into prac-
tical use. In a system that executes the semi-automation
of telepresence robots, screening autonomous movements
is important. Such movements have the potential to pro-
mote rich behavior and reduce a remote user’s operation

load but may cause discomfort. However, behavior suitable
for automation has yet to be investigated. We examined
the methodology of autonomous movements of a semi-
autonomous telepresence robot.

2.4 Contingent Behavior-Generation Architecture
[32]

Some of the authors have proposed a model of behaviors
that integrates involuntary and voluntary movements in two
levels [32].

For a robot to smoothly interact with a human, it is nec-
essary to express behavior that would not be perceived as
strange to humans. The typical antipatterns are awkward
movements or have inappropriate delays. Therefore, it is nec-
essary not only to specify fixed movements in advance but
to respond instantly to changes in human behavior and the
surrounding environment. This is called contingent behavior,
and humans tend to actively communicate with robots in a
contingent manner.

Contingent behavior occurs arbitrarily in response to stim-
ulation from the outside world. Multiple behaviors may be
activated against environmental changes. If behaviors that
move the samepart of the robot’s body occur at the same time,
collisions will occur. Although the colliding behavior has
been mediated and integrated, there is insufficient express-
ing ability in the simple accompanying behavior-generation
architecture. On the other hand, in a complicated architec-
ture, it is necessary to add or modify movements within the
architecture, which can be challenging depending on the sit-
uation.

The SB architecture was proposed to lower the design
difficulty of contingent robots. (This part is marked “SB
architecture” in Fig. 2) This architecture integrates behaviors
into two stages. The first is a priority assignment that selects
only one movement from competing movements for each
part of the robot’s body, and the second employs weighted
averaging to mix multiple movements. In addition, the archi-
tecture classifies movements into voluntary and involuntary
and registers them. Additionally, in [32], voluntary move-
ments were defined as an action accompanied by an intention
such as looking at an object to express interest and nod-
ding to express listening. In contrast, involuntary movements
were defined as actions without intention, such as sponta-
neous blinks and breathing. Our definition of voluntary and
involuntary is the same as their definition. Therefore, regard-
less of a remote user’s and robot’s intention at the time of
behaving, a movement that is intentionally performed by
human is a voluntary movement, and a movement that is
unintentionally performed by human is an involuntary move-
ment. Our developed architecture, which is an extension of
the SB architecture, can automatically select and integrate
preset voluntary and involuntary movements for a robot to
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Fig. 2 Configuration of developed architecture

communicate with humans. Voluntary movements such as
gazing at a face and specific objects, eye contact, joint atten-
tion, and arm raising, and involuntary movements such as
blinking, breathing, and saccades have been implemented.
Table 1 lists the movements that are implemented, where
types V and I denote voluntary and involuntary movement,
respectively.

3 A Semi-autonomous Telepresence Robot
with Voluntary/Involuntary Behaviors

To conduct the experiment to investigate the effect of automa-
tion of voluntary and involuntary movements, we developed
a semi-autonomous telepresence system that automates the
two types of movements.

3.1 A Semi-autonomous Telepresence Architecture

We expanded the SB architecture to develop a semi-
autonomous system capable of remote control (Fig. 2).

Remote operation is arbitrarily input as a voluntary move-
ment in parallel with autonomous voluntary movements and
selected in accordance with priority. They are then merged
on the basis of weighted averaging. Themovement chosen by
remote operation sometimes matches with the automatically
generatedmovements and sometimes conflicts. However, the
priority of movements chosen by remote operation is higher
than that for any autonomous voluntary movements. The
remote user could choose a movement from all voluntary
movements that the robot has. Analogous to [32], the robot
has all movements listed in Table 1 implemented. In addi-
tion to these voluntary movements, the remote user can also

Table 1 List ofmovements implemented in the semi-autonomous telep-
resence robot. V: voluntary movement I: involuntary movement

Name Type

Sleep V

Gaze at the closest face V

Gaze at the closest object V

Gaze at a random face V

Gaze at a random object V

Gaze at a moving face V

Gaze at a moving object V

Eye contact V

Joint attention V

Gaze following V

Look around the gazing position V

Nod in response to human speech V

Right hand waving at a random human V

Left hand waving at a random human V

Both hands waving at a random human V

Right hand waving in response to palms V

Left hand waving in response to palms V

Both hands waving in response to palms V

Spontaneous blink I

Reflexive blink with eye movement I

Breath I

Eye saccade I

Avoiding objects at close range I

manually control the gazing direction horizontally and verti-
cally. For the weighted merge, we use the same algorithm as
[32]. Additionally, the functions of sensors and memory are
the same as those in [32].

This semi-autonomous architecture illustrates the lack of
a clear switch between the remote and autonomous control
systems, indicating that the two controls coexist in the same
architecture. It is a unique architecture in the domain of telep-
resence robots. In a real use case, a usermay decide to not use
the manual control at all or to stop the chosen autonomous
movements, but within this paper, we only consider the con-
figuration in which both coexist at all times.

3.2 A Semi-autonomous Telepresence Robot

We used the robovie-mR2 robot [21] (Fig. 3) into which
Takimoto et al. [32] also incorporated their SB architecture.

The robovie-mR2 robot has 18 servo motors, which can
control the rotation of the eyeballs, opening and closing of
the eyelids, and rotation of the head, arm, andwaist. Cameras
and microphones are not installed as standard, so they were
installed separately.
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Fig. 3 robovie-mR2 [21]

Fig. 4 Joint attention

To verify the adequacy of a particular autonomous move-
ment, we focused on gaze direction. Gazing is important
in human-robot interaction [12,16]. We expect that the
autonomous control of a robot’s gaze frequently conflicts
with that of a remote user. Unwanted visual information
is transmitted to the remote user in case of such a con-
flict. In addition, robovie-mR2 can precisely control its eyes,
expressing good gaze direction. In fact, when gaze behav-
ior conflicts occur, the local user easily notices the robot’s
strange movements.

Typical targets of a robot s gaze when communicating are
at a local user’s face or points at which a local user is looking.
Therefore, a function to see the detected user’s face and one
to look in the direction at which the detected user is looking
is implemented as autonomous movements (Fig. 4).

Since a robot cannot predictwhether the remote userwants
to see the face of the local user or the target of the local user’s
attention, conflicts often occur between the remote user and
autonomous movements of the robot.

4 Experiment 1: Evaluating Impressions of
Local Users Regarding Robot Through a
Small Group Conference Role-play

This experiment aimed to investigate the effect of automation
of the two types of movements, voluntary and involuntary,
on the impressions of local users. As the evaluation method,

we recorded videos from presentation role-play scenarios,
assuming a small group conference with our telepresence
architecture, and asked the participants of the experiment
participants to show it and evaluate their impression.

4.1 Methodology

4.1.1 Videos

To investigate the effect of automation of the two types of
movements precisely, we designed the experiment such that
other effects were removed, while retaining the effect of
automationmovements. However, the impression of commu-
nication is influenced by various factors such as the content
of the dialogue. Therefore, as an easy method to address
factors unrelated to automated movements, we adopted the
process of recording videos from presentation role-play sce-
narios assuming a small group conference and showed them
to the participants of the experiment.

The scenario of the video assumes a small group confer-
ence. In the scenario, there were three performers, two local
users and one remote user. The local users were Listeners or
Presenters, and the remote user attended the presentation as
a Listener via a telepresence robot. The arrangement of each
performer and the equipment is shown in Fig. 5.

Two types of scenarios were prepared to minimize the
influence of the meeting scenario on the impression of the
participants of the experiment, called “pencil attraction” and
“eraser shape”. “Pencil attraction” is a scenario in which the
Presenter introduces the attraction of a pencil to theListeners.
“Eraser shape” is a scenario inwhich the Presenter introduces
various eraser shapes to the Listeners. Both scenarios were
approximately oneminute and progressed in accordancewith
the flow shown in Table 2. The experimental conditions using
the “pencil attraction” scenario are called the pencil condi-
tions, and those using the “eraser shape” scenario are called
the eraser conditions. During the presentation, the Presenter
urges the Listeners to focus on the Monitor (scenario (d))
and the remote Listener to focus on the other Listener (sce-

Desk

Remote Room

Operating
PC

Monitor

Camera 1

Camera 2

Local Room

Remote
User

Presenter

Listener

Robot

Fig. 5 Arrangement of performers and equipment
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Table 2 Scenario overview

Parts of scenario Contents

(a) Simple greetings

(b) Confirm the remote user

(c) Outline of presentation

(d) Introduction of data

(induce gaze to Monitor)

(e) Ask the Listener

(induce gaze to Listener)

(f) Ask remote user

(g) Conclusion

nario (e)). The remote user mainly communicated with the
Presenter in this experiment.

To investigate the influence of their individual techniques
and habits, three experimenters and one collaborator par-
ticipated as performers. The collaborator was a 22-year-old
male and the only person without prior knowledge of the
experiment. Table 3 shows the conditions of this experiment.
As the collaborator (C) was the only person without prior
knowledge of the experiment, he played the Presenter for
both types of scenarios so that the scenarios could be com-
pared. Two experimenters (E1 and E2) played the Presenter
under the pencil conditions, and the other (E3) played the
Presenter under eraser conditions. A Latin square was used
to determine the order of experimental conditions.

We recorded videos from three viewpoints at the same
time: centered on the robot (Fig. 5: Camera 1), centered on
the Presenter (Fig. 5: Camera 2), and the remote user’s view-
point through the robot. We used the viewpoint of Camera 1
for analysis and evaluation and used the videos of the other
viewpoints as auxiliary for consideration.

Twenty videos were recorded by combining two condi-
tions of autonomous voluntary movements (ON and OFF),
two conditions of autonomous involuntary movements (ON
and OFF), and five patterns of the performer and scenario
(c1–c5).

4.1.2 Evaluation Methods

Two evaluations were conducted. The first was through video
analysis to objectively visualize the movements of the robot.
All recorded videos were divided into one-second intervals,
and the robot’s gazing point, arm swinging and nodding, and
the remote user’s utterance were recorded. The seven parts
of the scenarios ((a)–(g)) were normalized to be the same
length.

The second was a subjective evaluation to examine
the impressions of those who observed the robot’s move-
ments. Each participant watched four videos with different
system configurations but of the same scenarios (c1–c5)
chosen at random as an observer. The four videos were
each watched only once. The four system configurations
are as follows: autonomous voluntary movements were
ON/OFF, and autonomous involuntary movements were
ON/OFF.

All participants in the experiment answered the question-
naire shown in Table 4 each time theywatched one video, and
optionally wrote comments on the video afterwards. To mit-
igate the influence of the watching order, a counterbalance
was taken in accordance with the Latin square.

4.1.3 Comparison Conditions

The following two points were compared: autonomous
voluntary movements were ON or OFF, and autonomous
involuntary movements were ON or OFF. In short, there are
the four comparison conditions of the system configuration,
voluntary-ON/involuntary-ON, voluntary-ON/involuntary-
OFF, voluntary-OFF/involuntary-ON, and voluntary-OFF/
involuntary-OFF.

4.1.4 Experiment Participants

As the observers, a total of 40 participants of the experiment,
including 22 males and 18 females, aged 19 to 28 (average
22.85 ± 1.88 years old), participated to watch and respond
to the videos.

Table 3 Scenario conditions
and performer roles. E1–E3 :
Experimenters. C: Experimental
Collaborator

Scenario condition Presenter Local listener Remote listener (Absent)

c1 Pencil C E1 E3 E2

c2 Pencil E1 E2 C E3

c3 Pencil E2 E3 E1 C

c4 Eraser C E1 E3 E2

c5 Eraser E3 C E2 E1
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Table 4 Questionnaire for a subjective evaluation by the local user

Questionnaire items

Q1 Were the movements of the robot natural as a whole?

(1: Unnatural—7: Natural)

Q2 Were there a variety of robot gestures?

(1: Poor—7: Abundant)

Q3 Was the frequency of robot gestures appropriate?

(1: Very few—7: Too many)

Q4 Were the gazing points of the robot natural?

(1: Unnatural—7: Natural)

Q5 Did the meeting go smoothly?

(1: Awkward—7: Smooth)

Q6 Did you feel that the robot moved autonomously,

or did you feel that it was operated by humans?

(1: I felt that the robot moved autonomously —

7: I felt that the robot was manipulated by humans)

Q7 Did you feel the social presence of the robot?

(1: Not at all—7: Very much)

4.2 Results

4.2.1 Experiment Results 1: Analysis in Accordance with the
Time Series

Figure 6 show the results of the analysis in accordance with
the time series. Each figure contains four conditions under
the same condition of performers and scenarios. Time is rep-
resented on the horizontal axis and was normalized for each
part of the scenarios shown in Table 2. The robot’s gazing
points (Presenter, Monitor, Listener, Other) are red, other
behaviors (Hand Wave, Nod) are blue, and the presence or
absence of a remote user’s speech is green.

The results for when the collaborator played the Presen-
ter are shown in Fig. 6. Under the condition that autonomous
voluntarymovementswere enabled (voluntary-ON), the gaze
was slightly shaking in all cases, and there were many cases
in which the robot did not gaze at the Presenter, Monitor,
or Listener. Under the condition that autonomous volun-
tary movements were disabled (voluntary-OFF), the remote
user directed a gaze to the Monitor in the middle of part
(c) and directed a gaze to the Listener in part (e). When
the Presenter asked questions of the remote Listener in part
(f), there was a tendency to look closely at the Presen-
ter.

When the experimenter was the Presenter, under the con-
dition of voluntary-OFF, there was a tendency for each
individual to gaze in the direction of the gazing points cor-
responding to the progression of each scenario regardless of
who was in charge of the remote user. For example, Experi-
menters 2 and 3 directed the gazing point to the Listener in
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Fig. 6 Experimental results when the experiment collaborator was the
Presenter (c1 and c4). The labels of the scenario represented on the
upper part correspond to Table 2

the middle of one part of the scenario, but Experimenter 1
did not. On the other hand, under the condition of voluntary-
ON, there was no tendency regarding the gazing points that
depended on the performer.

Since Experimenter 1 developed the robot, he knew in
depth which behaviors stimulate autonomous movements
from the robot. For example, when the robot recognizes that
there is eye contact with the Presenter and the Presenter gazes
in a different direction, the joint attentionmovement automat-
ically triggers. Experimenter 1 knew how to reliably trigger
the eye contactwith the correct facial angles. For the two con-
ditions under which Experimenter 1 was the Presenter and
voluntary-ON was implemented, the average percentages of
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(a)

(d) (e) (f)

(g)

(b) (c)

Fig. 7 Comparison regarding the presence of autonomous voluntary and involuntary movements

time to gaze at the Monitor in part (d) and at the Listener in
part (e) were 83%.

On the other hand, when Experimenters 2 and 3 were
Presenters, the robot hardly moved while gazing at the Pre-
senter or seemed to look around, and the percentages of time
spent gazing at theMonitor and Listener were 27% and 50%,
respectively.

4.2.2 Experimental Results 2: Subjective Evaluation
Experiment by Experimental Participants

We used a two-way repeated measure ANOVA considering
participants as random factors. The results of the compar-
ison regarding the autonomous voluntary and involuntary
movements are shown in Fig. 7. A two-way repeated mea-
sure ANOVA revealed an interaction between voluntary and
involuntary movements at the 5% significance level in Q2,
Q3, Q4 and Q5. significance level in Q2, Q3, Q4 and Q5.
(Q2:F(1, 39)=7.193, p < 0.05, Q3:F(1, 39)=4.534, p <

0.05, Q4:F(1, 39)=4.968, p < 0.05, Q5:F(1, 39)=5.371,

p < 0.05) Additionally, the interaction was revealed at the
1% significance level (F(1, 39)=8.590, p < .01) and Q7.
significance level (F(1, 39)=8.590, p < .01) and Q7. In
Q1 and Q6, no interaction was observed between voluntary
and involuntary movement, but there was also no significant
difference between the automation conditions of each move-
ment. As post-hoc tests, we used the Bonferroni correction
and tested the simple main effects of each movement. Table
5 shows the result of the simple main effects; “V” denotes
“Voluntary”, and “I” denotes “Involuntary”. Additionally, in
Q1 and Q6, the main effects are shown instead of the simple
main effect.

Under the involuntary-OFF condition, the simple main
effect of automating voluntary movements was revealed at
the 1% significance level in Q2, Q3, Q5 and Q7. significance
level in Q2, Q3, Q5 and Q7. In Q3, the simple main effect of
automating voluntarymovements was revealed at the 1% sig-
nificance level aswell as under the involuntary-ONcondition.
significance level as well as under the involuntary-ON con-
dition. Under the voluntary-OFF condition, the simple main

123



International Journal of Social Robotics (2020) 12:1119–1134 1127

Table 5 The result of subjective evaluation in experiment 1. (∗ p < 0.05, ∗∗ p < 0.01)

V-ON V-OFF Simple main effect/main effect

I-ON I-OFF I-ON I-OFF Voluntary Involuntary

Mean (SD) Mean (SD) Mean (SD) Mean (SD) F at I-ON F at I-OFF F at V-ON F at V-OFF

Q1 3.825 (1.678) 4.275 (1.633) 4.250 (1.645) 3.950(1.600) 0.030 0.097

Q2 4.525 (1.617) 4.800 (1.285) 3.875 (1.604) 2.825 (1.196) 2.505 77.049∗∗ 0.596 11.629∗∗

Q3 4.600 (1.257) 4.425 (0.958) 3.500 (0.934) 2.650(0.921) 22.051∗∗ 75.644∗∗ 0.479 20.456∗∗

Q4 4.450 (1.782) 4.825 (1.466) 4.875 (1.488) 4.250(1.548) 1.237 2.689 1.183 4.310∗

Q5 5.100 (1.429) 5.500 (1.320) 5.100 (1.392) 4.625(1.720) 0.000 10.090∗∗ 2.277 2.794

Q6 3.350 (1.718) 3.325(1.591) 3.625 (1.764) 3.875(1.870) 2.656 0.243

Q7 4.075 (1.700) 4.600 (1.614) 4.075 (1.873) 3.650(1.528) 0.000 16.781∗∗ 5.001∗ 3.070

effect of automating involuntary movements was revealed at
the 5% significance level in Q2, Q3 and Q4. Furthermore, in
Q2 and Q3, the simple main effect was revealed at the 1%
significance level. significance level in Q2, Q3 and Q4. Fur-
thermore, in Q2 and Q3, the simple main effect was revealed
at the 1% significance level. Under the voluntary-ON con-
dition, the simple main effect of automating involuntary
movements was revealed at the 5% significance level in Q7.

4.3 Discussion

In terms of Q1 and Q6, in which no interaction was
observed, no significant difference was found between either
voluntary or involuntary movements. Therefore, we will
continue with the analysis for Q2, Q3, Q4, Q5 and Q7.
In Q2, when either voluntary or involuntary movements
were automated, participants highly evaluated them com-
pared to voluntary-OFF/involuntary-OFF conditions. We
assume that they could easily perceive the change of the
variety of movements by comparing them to the condi-
tion of not automating any movements. Moreover, in Q3,
when either voluntary or involuntary movements were auto-
mated, participants highly evaluated them compared to
voluntary-OFF/involuntary-OFF movements. It is natural
because the frequency of gestures was only the number of
remote operations. In addition, in Q3, participants highly
evaluated the voluntary-ON/involuntary-ON compared to
voluntary-OFF/involuntary-ON conditions. However, there
was not a significant difference between the voluntary-
ON/involuntary-ONandvoluntary-ON/involuntary-OFFcon-
ditions. Therefore, we assume that automating voluntary
movement influenced the frequency of gestures. Addition-
ally, in Q4, when either voluntary or involuntary movements
were automated, participants highly evaluated compared
them to voluntary-OFF/involuntary-OFFmovements. In par-
ticular, when involuntary movements were automated, there
was a significant difference. We assume that the reason is
because the implemented involuntary movements contained

various movements related to eye movement. In Q5, when
the voluntary movement was only automated, participants
highly evaluated it compared to voluntary-OFF/involuntary-
OFF movements. It is suggested that automating the vol-
untary movement might influence the impression of pre-
sentation. Analyzing the free descriptions of the 40 par-
ticipants in the experiment who watched the video, 13
participants mentioned the awkwardness of the moving
viewpoint in the voluntary-OFF/involuntary-OFF condition.
Therefore, we assume that the smoothly moving viewpoint
achieved by automating the voluntary movement influenced
the smoothness of the presentation. In these five ques-
tions, when either the voluntary or involuntary movements
were automated, there was a tendency for them to be
evaluated highly. However, when automating both move-
ments compared to them, the evaluation was the same or
less. Especially in Q7, there was a significant difference
between the voluntary-ON/involuntary-ON and voluntary-
ON/involuntary-OFF conditions. Analyzing the free descrip-
tions of the 40 participants in the experiment who watched
the video, four participants mentioned the discomfort of
the mechanical noise during the robot’s motion. When we
checked the video again, the mechanical noise was notice-
able under this condition. On the basis of this point, when
both voluntary and involuntary movements were automated,
it is thought that the mechanical noise that was frequently
generated with the movement was a factor that lowered the
evaluation value under this condition. Since this experiment
was conducted in such a way that participants were required
to watch a video, it is highly likely that they were particu-
larly concerned about themechanical noise.However,we can
address this problem by reducing the frequency of specific
movements that cause mechanical noise.

The telepresence system constructed in this paper priori-
tizes the remote user input in case of an input conflict between
autonomous movements and the user input. It also means
that the robot moved automatically soon after the user input
stopped, which was found to be an issue. For example, if
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the user wants to see the presented panel and the robot was
looking in that direction, the user would not input any move-
ment. However, the moment the robot recognizes that there
is eye contact with the presenter, it will look at the presenter
s face instead of the panel. The inability to understand the
remote user’s intent led to frustration and exposed the need
for a user’s intent inference or adaptation system.

Voluntary autonomousmovements conflictedwith remote-
user operations, and frustrations due to such conflicts were
reported when the Collaborator was interviewed after the
experiment. Nonetheless, observing the robot’s movements
from the viewpoint of the local user did not result in a sig-
nificant loss of naturalness.

One potential reason for obtaining the above result is that
the behavior of the robot developed for this experiment was
within the range of the method of expressing a robot’s vol-
untary and involuntary movements proposed in [32]. The
movement expressions used in this experiment are common
in the theory of the SB architecture [32] in that only one vol-
untary movement was selected. The local user did not know
whether the voluntary movement was autonomous or con-
trolled by a remote user. On the other hand, regarding the
remote user, there may be cases in which movements differ
from what they selected. Therefore, it is highly likely that
remote users will not be able to express their desired move-
ments and receive unwanted sensor information feedback.
Accordingly, in the next section, we discuss an evaluation
that we conducted involving a remote user.

4.4 Summary of theMain Findings

Overall, when either voluntary or involuntary movements
were automated, there was a tendency for all evaluation val-
ues to rise as a whole. Specifically, voluntary movements
obtained a high evaluation value evenwith conflicting remote
user input and autonomous movements. On the other hand,
when both voluntary and involuntary movements were auto-
mated at the same time, the evaluation regarding the behavior
of the robot declined compared to the situation in which
either voluntary or involuntary movements were automated.
According to the comments of the participants, it assumed
that the reason is that the mechanical noise was noticeable
when both movements were automated.

5 Experiment 2: Evaluation of Impression of
Remote User by Proposal Presentation
Role-play

Asanext step,we investigate the influence on the impressions
of a remote user. Unlike the previous experiment that used
only video, the participants actually joined in the role-play.
However, since an evaluation through video analysiswas also

conducted, as described later, we recorded the video in the
same manner as discussed in the previous section.

5.1 Methodology

5.1.1 Experimental Settings

We performed a role-play simulation assuming a presenta-
tion. There were two people in the conference: one was a
collaborator playing the role of the local user who was the
Presenter, and the other was a participant playing the role of
the remote user who listened to the presentation.

As a role-playing scenario, we performed a one-minute
scenario on the theme of “Destination of laboratory camp.”
The focus of this scenario is that the local user introduces two
candidate sites and the remote user chooses one. In this sce-
nario, the Presenter directed the gazing points of the remote
user to the left and right flip boards. Table 7 shows the flow of
the scenario. The arrangement of the performers and equip-
ment are shown in Fig. 8.

5.1.2 Evaluation Methods

We conducted two evaluations. The first was through video
analysis to objectively visualize the robot’s semi-autonomous
movements and its control logs. Eachvideowasviewedunder
the same procedure discussed in Sect. 4. Videos from two
viewpoints, remote user and local user, and remote-user oper-
ation logs were collected and used for analysis.

The second evaluation was a subjective evaluation to
examine the impressions of the participants who participated
as remote users. Each participant answered the questionnaire
shown in Table 6 each time he/she participated in a scenario
and optionally wrote comments afterwards. To mitigate the
influence of the watching order, a counterbalance was taken
in accordance with the Latin square.

5.1.3 Comparison Conditions

Similar to experiment 1, we conducted the experiment under
four conditions: voluntary-ON/involuntary-ON, voluntary-
ON/involuntary-OFF, voluntary-OFF/involuntary-ON and
voluntary-OFF/involuntary-OFF.

5.1.4 Experimental Participants

In the experiment, the local user was the experimental col-
laborator of a 21-year-old male. As remote users, there were
eight participants, including 5 male and 3 female, aged 19
to 29 (average 23.88 ± 2.67 years old). Each participant
participated as a remote user under the following four con-
ditions. However, all participants in the experiment had not
participated in the previous experiment.
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Table 6 A6-28) Questionnaire for a subjective evaluation by remote
user

Questionnaire items

Q1 Did the presentation go smoothly?

(1: Awkward—7: Smooth)

Q2 Did you feel that the robot moved just like
yourself?

(1: Not at all—7: Very much)

Q3 Were there cases in which the robot’s
movements were contrary to the
intention?

(1: Frequently—7: Not at all)

Q4 Was operating the robot comfortable?

(1: Uncomfortable—7: Comfortable)

Q5 Overall satisfaction with the system

(1: Dissatisfied—7: Satisfied)

Table 7 Scenario overview

Parts of scenario Contents

(a) Simple greetings

(b) Confirm the remote user

(c) Outline of presentation

(d) Introduction of data

(induce gaze to Flip A)

(e) Introduction of another data

(induce gaze to Flip B)

(f) Ask remote user

(g) Conclusion

Desk

Remote Room Local Room

Operating
PC

Robot

PresenterFlip A Flip B

Camera

Remote
User

Fig. 8 Arrangement of performers and equipment

5.1.5 Experiment Procedure

To become familiar with the operation, the remote user ini-
tiated a remote conference in accordance with the scenario
in which all the autonomous movements were turned off.
Next, a remote conference in accordance with the scenario
was carried out under all four conditions. A counterbalance

Head to the Left Head to the Right Head Up Head Down Nod

Robot’s view point Look at presenterLook at someone

Remote Operation

Flip B

Autonomous Behavior

Presenter
Flip Atniop

wei
V

Flip B
Presenter

Flip A

Flip B
Presenter

Flip A

Flip B
Presenter

Flip A

tniop
wei

V
tni op

w ei
V

t nio p
wei

V

Other

Other

Other

Other

Remote Operation
Autonomous Behavior

Remote Operation
Autonomous Behavior

Remote Operation
Autonomous Behavior

Voluntary
Behavior

Involuntary
Behavior

Automation

(a) (b) (c) (d) (e) (f) (g)

Scenario

ON

ON

OFF

OFF

ON

OFF

ON

OFF

Fig. 9 Experimental results under four conditions. The first and second
blocks are voluntary-OFF, the third and fourth blocks are voluntary-ON,
the first and third blocks are involuntary-OFF, and the second and fourth
blocks are involuntary-ON. Red bar: robot’s gazing points. Other bars:
autonomous control and remote user control. The labels of the scenario
represented in the upper part correspond to Table 7

was taken in accordance with the Latin square to mitigate the
influence of the execution order of each condition.

5.2 Results

5.2.1 Result 1: Analysis in Accordance with the Time Series

Figure 9 shows the results of the analysis in accordance
with the time series outlined in Sect. 4.2.1 The results under
all four conditions are also shown. The figure shows the
robot’s gazing points (Presenter, Flip board A, Flip board B,
Other), autonomous movements, and operations entered by
the remote operator. The lower part of the figure provides an
explanation of the color-coded autonomous operations and
control input from the remote user.

The gazing points hardly moved under the voluntary-ON
condition. The reason is because, for example, the remote
user was trying to move the gazing points to see the flip
board but the autonomous action was trying not to move to
see the Presenter. Regarding the conflict with autonomous
voluntary movements, the remote user’s operations were pri-
oritized. However, the movements of the operator’s gazing
points were instantly overwritten with the gaze for the Pre-
senter by autonomous motions.

5.2.2 Result 2: Subjective Evaluation Experiment by
Experimental Participants

We used a two-way repeated measure ANOVA considering
participants as random factors. As a result, no interactionwas
observed between voluntary and involuntary movements.
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Table 8 The result of the subjective evaluation in experiment 2. (∗ p < 0.05, ∗∗ p < 0.01)

Main effect

V-ON V-OFF I-ON I-OFF Voluntary Involuntary Interaction
Mean (SD) Mean (SD) Mean (SD) Mean (SD) F value F value F value

Q1 3.000 (1.095) 4.938 (1.237) 4.000 (1.461) 3.938(1.611) 9.054∗ 0.068 0.052

Q2 1.750 (1.125) 4.000 (1.211) 3.000 (1.673) 2.750(1.612) 51.545∗∗ 0.636 1.400

Q3 1.313 (0.602) 5.250 (1.483) 3.500 (2.394) 3.063(2.235) 63.287∗∗ 2.541 2.778

Q4 1.875 (1.147) 4.375 (1.668) 3.313 (2.152) 2.938(1.652) 17.073∗∗ 1.235 1.465

Q5 1.813 (1.223) 4.625 (1.360) 3.438 (2.032) 3.000(1.826) 20.164∗∗ 14.913∗∗ 1.577

Fig. 10 Comparison regarding presence of autonomous involuntary
movements

Therefore, we will present the results of the individual anal-
ysis and discuss the main effect of each result. Table 8 shows
the result of a two-way repeated measure ANOVA.

The results of the comparison regarding the automation
of involuntary movements are shown in Fig. 10. A signifi-
cant difference was observed at the 1% significance level in
overall satisfaction with the proposed architecture, suggest-
ing that autonomy of involuntary movements improves the
satisfaction with the architecture.

The results of the comparison regarding the automation
of voluntary movements are shown in Fig. 11. A significant
difference was observed at the 5% significance level for Q1
and at the 1% level for all other items. The results indicate that
the autonomy of voluntarymovements reduces the suitability
of telepresence robots as a whole for remote users.

5.3 Discussion

Automation of involuntary movements improved the remote
user’s satisfactionwith the telepresence system. Even though
therewas no significant difference for the other questions, the
system with autonomous involuntary movements obtained
the same or better evaluation values than that without.

Fig. 11 Comparison regarding presence of autonomous voluntary
movements

Regarding autonomy of voluntary movements, signifi-
cant differences were observed for all items, suggesting that
remote users had negative impressions on the autonomy of
voluntary movements.

The result may be due to the frustrations felt by the
remote user when the autonomous movements conflicted
with the remote user input for voluntary movements. We
believe that the frustration is not because the options ofmove-
ments provided did not cover all the desired movements for
the remote user but because of the remote user’s increased
dependence on whether the voluntary autonomous move-
ments were enabled or not while everything else, such as
the UI and list of movements, was the same.

The results in Fig. 9 also indicate the inhibition of
gazing-point movement due to collisions between voluntary
autonomous movement and remote operation. When volun-
tary autonomous movements were expressed, there was an
opinion that “gazing points cannot be controlled”, suggesting
strong discomfort to the operation of the remote user.

Since voluntary movement is a movement intentionally
performed by humans, autonomous generation of appropri-
ate motion is difficult because it requires an estimation of
complicated intention. This is why collisions with remote
operation frequently occur. Since involuntary movements
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are not intentionally expressed, autonomous generation of
appropriate movements is relatively easy, so it is considered
that their influence on the remote user is small.

5.4 Summary of theMain Findings

The main findings from the experiments are that automation
of voluntary movements increases the negative impression
for the remote users. From the result of analyzing the video
and the comments by the participants in the experiment, the
reason might be a sense of frustration with the collisions that
occurred between the autonomous voluntary movement and
the remote operation. On the other hand, the automation of
involuntary movements improved the remote user’s satisfac-
tion with the telepresence system.

6 Discussion

In this section, we will discuss the effect of automation of the
two types of movements. In addition, we will discuss other
perceptions throughout the experiments and the limitation of
our experimental settings.

6.1 Involuntary AutonomousMovements

Involuntary autonomous movements were evaluated more
highly than were involuntary nonautonomous movements
in both experiments as long as they were not in excess.
Therefore, if the total amount of movement is within
the appropriate range, automation of involuntary move-
ments is generally recommended.Additionally, in expressing
involuntary autonomous movements, the weighted average
approach proposed in [32] is considered effective.

6.2 Voluntary AutonomousMovements

Although it was suggested that voluntary autonomous move-
ments are effective for local users, they often conflict with
the remote user’s input, which leads to frustration.A previous
study [22] suggests that nodding as a voluntary autonomous
movement gives a remote user a sense of agency; therefore,
automation of voluntary movements is not always inappro-
priate. For example, there are two cases in which voluntary
autonomous movements are effective. One case is when a
remote user is away or does not intend to control the robot.
We can achieve appropriate voluntary autonomous move-
ments by implementing the function to detect the absence
of remote users or absence of their intention to control the
robot. Theother case iswhen the robot can adapt to the remote
user, avoiding conflicting autonomous movements. This can
be achieved by monitoring the operation of remote users and

learning the intention of remote users and appropriate move-
ments online.

6.3 Effectiveness of Proposed Telepresence
Architecture

Within the range of this experiment, the proposed telepres-
ence architecture cannot be said to be effective because of the
frustration it induced in the remote user. However, in consid-
eration of the experimental results, there may be some cases
where the telepresence robot with the proposed architecture
may be considered effective.

In our experiments, voluntary and involuntary autonomous
movements were always fixed as enabled or disabled, but
remote users can freely turn the movements on or off in a
real environment. Therefore, when a remote user is frus-
trated with respect to the autonomous control of the robot,
as observed in the experiments, he/she can turn off the cor-
responding autonomous control. On the other hand, if the
remote user leaves their seat or if control becomes trou-
blesome, the remote user can instantly turn on autonomous
control.

If the remote user is a provider of the service, since the
impression from the remote user does not matter, one can
improve the local user’s impression even if voluntary move-
ment is constantly expressed.

6.4 Discussion on Operation Load

As a motivation for semi-autonomous telepresence robot
research, a decrease in operation load can be considered.
However, this research does not focus on reducing the opera-
tion load but rather on what kind of autonomous movements
are effective using currently available technology. For that
reason, the experiments were not designed to evaluate the
operation load.

In reality, the operation load decreases in the case of no
control input conflict but increases in the case of conflicts.
Therefore, with the design of the experiments, it is difficult
to discuss the cause of any increase and decrease in the oper-
ation load.

On the other hand, because the autonomous behavior
improves a local user’s impression, if a remote user does
not stubbornly oppose the autonomous movement, we can
assume that the proposed architecture can improve the local
user’s impression with a relatively low operation load.

6.5 Discussion on Experimental Design

Initially, the experiment was designed with a target demo-
graphic of young participants in their 10–20s. The demo-
graphic was chosen on the basis of the premise that the
experimentwas relatively high paced. If the participantswere
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elderly, there would be a need for slower-paced experimental
scenarios. However, we must consider the possibility of the
vastly different range of frustration felt by the remote user
due to the slower paced experiment.

If the above points were solved and elderly people partici-
pated in the experiments, we believe that there is a possibility
that the participants will be conservative or will not con-
trol the robot at all. In the case of a conservative remote
operator, the autonomous movements will guarantee various
movements with low user inputs and may also reduce the
frustration felt by the remote user as well.

Additionally, to address factors unrelated to automating
the movements, we adopted the method of using a video
in experiment 1. The approach of using a video might not
replicate the embodied interaction sufficiently. However, we
think that the techniquewas sufficient to obtain the evaluation
of interactions from an objective perspective. As futurework,
to investigate the evaluation froma subjective perspective,we
need to conduct the experiment so that participants actually
participate in an interaction as a local user.

The scenarios in this research were designed so that local
users consistently made presentations and remote users lis-
tened to the presentations. This design intentionally includes
in the scenarios the premise that the most explicit and impor-
tant aspect of the robot’s gaze is the possibility that it
introduces a conflict between the semi-autonomous system
and the remote user.

However, if the remote user is a presenter, we think that
there is less need for the remote operation to be reflected
in the robot more reliably than in the scenario addressed in
this research. The rationale is because, in the scenario of this
research, the remote user needed to obtain specific visual
information such as flip boards, but when the remote user is
a presenter, the robot moves are richer than the robot moves
that are intended by the remote user.

Therefore, we should investigate the effect of the automa-
tion of the two types of movements in the other scenar-
ios/contexts.

7 Conclusions

We analyzed the relationship between the movements of
a semi-autonomous telepresence robot and human impres-
sions. To investigate the effect of automation of voluntary
and involuntary movements, we developed the telepresence
robot that can automatically express voluntary and involun-
tary movements to accept the control of remote users.

We first carried out role-play scenarios assuming a small
meeting session and presentations under several conditions
and then analyzed the videos recorded in two different ways.

As a result, from the local user’s perspective, we can ascer-
tain that automating voluntary and involuntary movements

can provide a good impression depending on the quality of
the implementation. From the remote user’s perspective, it
was suggested that automating voluntary movements could
produce a bad impression due to collisions between the
autonomous voluntary movement and remote operation.

As future work, we will consider a method to resolve the
collisions by adaptation to remote users. Additionally, we
will investigate the effect of the automation in an experiment
with a scenario that is more general than that presented in
this paper.
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