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ABSTRACT

The development of the machine translation field was driven by people’s need to
communicate with each other globally by automatically translating words, sentences,
and texts from one language into another. The neural machine translation approach
has become one of the most significant in recent years. This approach requires large
parallel corpora not available for low-resource languages, such as the Kazakh
language, which makes it difficult to achieve the high performance of the neural
machine translation models. This article explores the existing methods for dealing
with low-resource languages by artificially increasing the size of the corpora and
improving the performance of the Kazakh-English machine translation models.
These methods are called forward translation, backward translation, and transfer
learning. Then the Sequence-to-Sequence (recurrent neural network and
bidirectional recurrent neural network) and Transformer neural machine translation
architectures with their features and specifications are concerned for conducting
experiments in training models on parallel corpora. The experimental part focuses on
building translation models for the high-quality translation of formal social, political,
and scientific texts with the synthetic parallel sentences from existing monolingual
data in the Kazakh language using the forward translation approach and combining
them with the parallel corpora parsed from the official government websites. The
total corpora of 380,000 parallel Kazakh-English sentences are trained on the
recurrent neural network, bidirectional recurrent neural network, and Transformer
models of the OpenNMT framework. The quality of the trained model is evaluated
with the BLEU, WER, and TER metrics. Moreover, the sample translations were also
analyzed. The RNN and BRNN models showed a more precise translation than the
Transformer model. The Byte-Pair Encoding tokenization technique showed better
metrics scores and translation than the word tokenization technique. The
Bidirectional recurrent neural network with the Byte-Pair Encoding technique
showed the best performance with 0.49 BLEU, 0.51 WER, and 0.45 TER.
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Networks
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INTRODUCTION

Machine translation (MT) (Mohamed et al., 2021) is a field of natural language processing
(NLP) that defines the translation of words, sentences, paragraphs, and whole texts from
one language into another. The language barrier remains a serious problem today. Many
different approaches, including rule-based (Islam, Anik ¢ Al Islam, 2021) and statistical
(Babhulgaonkar ¢ Bharad, 2017), were used to reach a high level of MT in a large variety
of language pairs. Although these approaches were effective, they were mostly completely
replaced by the rapidly developing neural machine translation (NMT) (Singh et al., 2019)
method that uses huge parallel corpora. Zhao, Gao & Fang (2021) used the Google
Transformer model to translate English texts into Chinese. The model was trained on
English-Chinese (EN-CH) sentences with one or more GPUs. In the experimental results,
the BLEU score of 0.29 was achieved. Three RNN-based NMT models were used for the
Chinese-English and German-English MT tasks. The achieved BLEU score values were
0.36-0.37.

Many high-resource languages, such as English, German, Spanish, French, Italian,
Chinese, etc., do not have problems acquiring large parallel datasets as researchers have
created huge amounts of corpora in recent years. It is freely available online, especially on
such websites as OPUS (Tiedemann, 2022), WMT (Koehn et al., 2022), and Paracrawl
(Van der Linde, 2022). It is possible to download more than 300 million sentence pairs for
English-German (EN-DE), 400 million for English-Spanish (EN-ES), 350 million for
English-French (EN-FR), and 150 million for English-Italian (EN-IT).

Moreover, the variety of topics covered by these language pairs is wide. Therefore, it is
not urgent to search for other monolingual and bilingual data sources for these languages.
Instead, it is possible to focus on training NMT models and compare their results. Despite
an impressive number of parallel corpora for the language pairs mentioned above, the
situation is not so impressive for other languages, so-called low-resource ones (Jooste,
Haque ¢ Way, 2022), representing languages significantly underrepresented online.

The necessity of the fast development of MT for low-resource languages ignited the
appearance of a large number of works in this field. Consequently, NMT occupies an
important place among the works devoted to MT. The problem of the low-resource neural
MT for the Spanish-Farsi pair of languages was explored in Ahmadnia, Aranovich ¢» Dorr
(2021), where 0.5 M sentences from the Opensubtitles2018 corpora were combined with
50,000 sentences from the Tanzil collected. The Transformer model on top of the PyTorch
framework was utilized for training an NMT model. The best values of BLEU and TER
scores achieved 0.39 and 0.47, correspondingly. Another NMT experiment for the low-
resource English-Irish pair of languages with the RNN and Transformer models with Byte
Pair Encoding (BPE) (Nonaka et al., 2022) and unigram approaches was conducted in
Lankford, Afli & Way (2022). The values of the BLEU and TER reached 0.56 and 0.39 for
the RNN model and 0.59 and 0.35 for the Transformer model. Kandimalla et al. (2022)
investigated NMT for the English-Hindi and English-Bengali pairs of languages using the
Transformer models from the OpenNMT tool. The BLEU score of 0.39 was achieved for
English-Hindi and 0.23 for English-Bengali. Gongora, Giossa & Chiruzzo (2022) explored
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the MT problems for the low-resource Guarani-Spanish language pair using pre-trained
word embeddings. The MT models trained on 383 collected parallel sentences got the
BLEU score from 0.15 to 0.22.

In Ngo et al. (2022), synthetic Chinese-Vietnamese and Japanese-Vietnamese parallel
corpora were formed, and NMT models trained on them reached 0.17 and 0.18 BLEU
scores.

The problems of the low-resource Asian languages were explored in Rubino et al.
(2020). Eight translation directions from the English language to one of the Asian
languages were described here with the formation of initial monolingual corpora to the
bilingual one and combination with the existing parallel sentences. A strong baseline
Transformer NMT architecture heavily relying on a multi-head attention mechanism was
utilized for training models for each pair of languages. The initial values of the BLEU
scores were very low, but after hyper-parameter tuning, the values reached the range of
0.22 to 0.33. The problem of a small number of available data for the low-resource
languages was also inspected in Abdulmumin et al. (2020). This work proposed a novel
approach to both the backward and forward translation models to benefit from the
monolingual target data. The experiments were conducted on the English-German
corpora. After the last eight checkpoints of the training steps, the average BLEU score
reached 0.21.

Edunov et al. (2018) augmented the parallel corpora with the texts generated by a back-
translation approach to improving NMT. The experimental results allowed achieving the
BLEU scores of 0.35 and 0.46, respectively. Sennrich, Haddow ¢ Birch (2016) also explored
the possibility of training with monolingual data by using the back-translation approach
and pairing synthetic data with existing parallel corpora, substantially improving the
BLEU score from 0.18 to 0.20. Ha, Niehues ¢ Waibel (2016) extended the multilingual
scenario of NMT, including low-resource languages, which improved MT by 0.26. The
experiments integrated the encoder-decoder architecture.

The Kazakh language also belongs to the category of low-resource languages. Therefore,
it is challenging not only to find high-quality parallel corpora for the Kazakh-English
(KZ-EN) language pair (Rakhimova et al., 2021), but even the monolingual texts on the
Internet are not represented well. For example, on the OPUS website, there are only about
1 million parallel sentences for this language pair. In addition, the manual analysis of the
sentences from that source shows that the topics of the sentences are seriously restricted,
and the quality of sentences is shallow. In this way, relying on this kind of data is tough for
any serious MT field experiments. Furthermore, the number of websites in the Kazakh
language is also restricted, and some web pages are not fully translated into Kazakh, leaving
many blank spaces. Thus, government websites, news portals, books, and scientific articles
have become more trusted sources of high-quality texts in the Kazakh language.

The works devoted to NMT of the Turkic language group and the Kazakh language are
not widely presented. Nevertheless, Khusainov et al. (2018) assessed the possibility of
combining the rule-based and the neural network approaches to constructing the MT
system for the Tatar-Russian language pair. The Nematus toolkit with default
hyperparameters values was used to train on the newly collected corpora of 0.5 M sentence
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pairs. In every test set, 1,000 sentences were randomly selected. The values of the BLEU
score were in the range of 0.29 to 0.63. The study (Zhanabergenova ¢ Tukeyev, 2021;
Tukeyev et al., 2020) introduced a morphological segmentation for the Kazakh language
based on the complete set of endings (CSE). Tukeyev, Karibayeva ¢ Abduali (2018) used
the Tensorflow Seq2Seq model in the experimental part for training the parallel corpora of
the KZ-EN 109,772 sentences, resulting in the BLEU score values from 0.18 to 0.25. Toral
et al. (2019) used the available KZ-EN corpora from the WMT19 and some portion of
synthetic data to train the NMT models. The BLEU score with the BPE segmentation
reached the values of 0.23 and 0.22. In Turganbayeva et al. (2022), the grammatical
structure of complex Kazakh sentences was observed. This study proved the methods used
worked; however, they completely relied on the rule-based approach. Niyazbek, Talp ¢
Sun (2021) used the rule-based dictionary method for Chinese-Kazakh (CH-KZ) MT. So
many research works related to MT of the Kazakh language are restricted by the rule-based
method leaving the NMT approach open to development. Moreover, the ways of the
corpora formation are also not thoroughly described.

This article discusses the methods for generating high-quality synthetic corpora to train
MT models for the KZ-EN pair by choosing the most effective techniques for the low-
resource languages. Using the most effective architectures in NMT, such as Sequence-to-
Sequence (recurrent neural network and bidirectional recurrent neural network) and
Transformer, the experimental results strive to achieve high values of BLEU, WER, and
TER scores while building a translator that can provide, first of all, the high-quality
translation of formal social, political, and scientific texts.

For ease of the content of the article understanding, Table 1 includes the list of
abbreviations.

The rest of the article is organized in the following way: The synthetic corpora
formation approaches and transfer learning section describes backward translation,
forward translation, and transfer learning approaches for dealing with low-resource
languages. The Materials & Methods section describes corpora formation steps, the
Sequence-to-Sequence (Seq2Seq), recurrent neural network (RNN), bidirectional
recurrent neural network (BRNN), and Transformer NMT architectures for parallel
training corpora, tokenization techniques, and model evaluation metrics. The Experiments
and Results section describes the experiments for generating KZ-EN parallel corpora and
creating the MT model. Finally, the Conclusions and Future Works section summarizes
the previous parts of the article and proposes the groundwork for future research.

Synthetic corpora formation approaches and transfer learning
When dealing with low-resource languages, it is important to use approaches that increase
the corpora size to reach a higher quality of MT. There are generally three approaches to
enhancing the size of the corpora and the performance of the models: forward translation
(FT) (Zhang ¢ Zong, 2020), backward translation (BT) (Abdulmumin, Galadanci & Isa,
2020), and transfer learning (TL) (Wu et al., 2022).

BT is generally a quality control method for translations. In this method, the
monolingual data of the target language is translated back to its source language by an
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Table 1 The list of abbreviations.

No Abbreviation Explanation

1 MT Machine Translation

2 NMT Neural Machine Translation

3 NLP Natural Language Processing

4 WMT Workshop on Machine Translation
5 Seq2Seq Sequence-to-Sequence

6 RNN Recurrent Neural Network

7 BRNN Bidirectional Recurrent Neural Network
8 GPU Graphics Processing Unit

9 BLEU Bilingual Evaluation Understudy
10 WER Word Error Rate

11 TER Translation Error Rate

12 FT Forward Translation

13 BT Backward Translation

14 TL Transfer Learning

15 KZ-EN Kazakh-English

16 CH-KZ Chinese-Kazakh

17 EN-DE English-German

18 EN-ES English-Spanish

19 EN-FR English-French

20 EN-IT English-Italian

independent translator or a translation system. Then the generated synthetic data is added
to the existing parallel corpora to increase their size. BT is also used to check the quality of
the original parallel corpora. This way, the translated texts are checked by comparing them
with the original variant. It can help identify errors, ambiguity, or confusion that may arise
with the translation. However, the synthetic data received by BT is usually much noisier
than the original data, and due to the nature of the language, a 100% perfect match is
generally unattainable by this method. Since the goal of translation is to preserve the
meaning of the translated text, two translators can offer two different translations that
retain the original text’s meaning. BT is a three-stage translation quality control method
that includes the translation of the completed translation back into the original language,
the comparison of this new translation with the original text, and the reconciliation of any
material differences between them.

Generally, the BT approach is implemented by the following series of steps:

— There is a translation platform-T, and the target data-Y = {y}fil, where y is a target
text and N is the total number of texts;

— The T}, is used on the target data Y to get the source data X = {x}fil, where x is a source
text and N is the total number of texts;

— The newly generated parallel corpora D* is received by combining X and Y;

— Then the initially existing parallel corpora D are added to D*.
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Figure 1 The backward translation approach for increasing the size of the parallel corpora.
Full-size K&l DOT: 10.7717/peerj-cs.1224/fig-1

The scheme of the BT approach is shown in Fig. 1.

FT is the opposite approach to BT, where the monolingual data of the source language is
translated to the target language by the translation system. While this method allows
synthesizing parallel corpora, it is also used for quality control of the existing parallel
corpora in the same way BT did.

The FT approach is implemented by the following series of steps:

— There is a translation platform-T), and the source data-X = {x}ﬁil where x is a source
text and N is the total number of texts.

— The T}, is used on the source data X to get the target data Y = {y},, where y is a target
text and N is the total number of texts.

— The newly generated parallel corpora D* are received by combining X and Y.

— Then the initially existing parallel corpora D are added to D*.

The scheme of the FT approach is shown in Fig. 2.

Another technique commonly used in the low-resource MT scenario is TL. This
approach uses a high-resource language pair to train the model, which is then applied to
the low-resource pair. The proposed method enhances the performance of a low-resource
model trained from scratch. Here we have L; — Ls as a high-resource language pair and
L, — L; as alow-resource pair. L; and L, are source languages, and L is a target language
for both pairs. My, _;, is a parent model trained on a L; — L; pair. The parameters of this
model are used to fine-tune a M, .;, model that uses a L, — L3 pair. The scheme of the
TL technique is shown in Fig. 3.
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Figure 2 The forward translation approach for increasing the size of the parallel corpora.
Full-size K&l DOT: 10.7717/peerj-cs.1224/fig-2
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Figure 3 The TL approach. Full-size K&l DOT: 10.7717/peerj-cs.1224/fig-3

The presented methods are directed at solving the problem of low-resource languages.
In addition to dealing with the low-resource problem, the NMT architectures are also very
important in increasing the performance of the trained models.

MATERIALS AND METHODS

Corpora formation

The initial KZ-EN parallel corpora were parsed from Kazakhstan’s official bilingual
government Internet sources (The Republic of Kazakhstan, 2023; Strategy, 2022;
Primeminister, 2022) in the amount of 205,000 sentences with the use of the Bitextor tool.
The crawled sentences were preprocessed (normalized, cleaned from extra symbols,
characters, and empty strings, and aligned). Then the monolingual texts in the Kazakh
language were gained from the scientific articles published in the Kazakh language in
scientific journals (Kalekeyeva ¢ Litvinov, 2021; Sapakova, 2022) that were taken because
they had high-quality texts edited by the authors and checked by the editors. The texts
from the scientific articles were also preprocessed (irrelevant symbols, characters, and
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Figure 4 Full corpora formation. Full-size K&l DOT: 10.7717/peerj-cs.1224/fig-4

words were deleted, and empty sentences were removed). The available open-source
parallel corpora from the OPUS website were not considered for training because they
included very restricted thematic unrelated to political or scientific topics, and the quality
of texts was generally poor. The monolingual Kazakh texts in the amount of 205,000
sentences from scientific journals were translated with the use of the Promt MT system
(the FT approach was applied). This platform supports different pairs of languages and is
good for the KZ-EN translation.

After the crawled and synthetically generated KZ-EN corpora are gained, they are
combined together to form the full corpora of 380,000 parallel sentences. The corpora are
available on GitHub (Karyukin, 2022). The scheme of the parallel corpora formation is
shown in Fig. 4.

The combined corpora went again through the quality-checking phase, where the
sentences containing only mathematical symbols and other characters and sentences with
poor translation were removed.

The NMT architectures

The fully formed KZ-EN parallel corpora are used for training NMT models. The NMT
architectures have been intensively developing for the last decade. The traditionally used
NMT architecture was Seq2Seq (Sindhu, Guha & Singh Panwar, 2022) for translating from
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Figure 5 Seq2seq model.

Encoder

Encoder Decoder

A 4

Figure 6 The RNN architecture. Full-size E&] DOT: 10.7717/peerj-cs.1224/fig-6

one language to another. It is a deep learning model that takes a sequence of elements
(words, letters, time series, efc.) and outputs another sequence of elements. The model
consists of two main components: an encoder and a decoder. First, the encoder processes
all inputs by transforming them into a single vector called a context. The context contains
all the information that the encoder discovers from the input. Then, the vector is sent to
the decoder, which creates an output sequence. Because the task is sequence-based, both
the encoder and decoder tend to use some form of RNN, such as LSTM, GRU, etc. The
hidden state vector can be of any size, although in most cases, it is taken as a power of two
(layer) and length (128, 256, 512, 1,024), which can somehow reflect the complexity of the
entire sequence. The scheme of the seq2seq model is shown in Fig. 5.

The RNN encoder and decoder model (Sharma et al., 2021) is designed to process a
sequence of input texts and give a sequence of output texts. The hidden states contain loops
where output at a one-time step becomes an input at another time step, defining a memory
form. Therefore, the whole architecture of an RNN includes the following elements:

— Inputs are words of a sentence in one language.
- Embedding layers convert all words to corresponding vectors.

— The encoder applies the context of word vectors from a previous time step to the current
word vector.

- The decoder transforms the encoded input into the translation sequence.
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Figure 7 The BRNN architecture. Full-size Ka] DOT: 10.7717/peerj-cs.1224/fig-7

— Output is a translated sentence.

The RNN architecture is shown in Fig. 6 (Sharma et al., 2021). The RNN architecture is
also modified to model the history and future generated context (Shanmugavadivel et al.,
2022). The neurons are split into the parts responsible for the forward and backward
directions. At the same time, outputs from the forward states are not connected to inputs
of the backward states, and it is also applied to the reverse as well. This designed
architecture transforms into a unidirectional RNN without the backward states. The
BRNN architecture is shown in Fig. 7 (Shanmugavadivel et al., 2022).

Recently, a new MT architecture called the Transformer model (Wan et al., 2022) was
introduced. In this implementation, the RNN layers are replaced with the attention ones.
As a result, the Transformer does not process input text sentences in sequential order.
Instead, the self-attention mechanism identifies the context that gives meaning to an input
sequence. Therefore, it provides more parallelization and reduces the training time.

The Transformer architecture is shown in Fig. 8 (Wan et al., 2022).

Tokenization techniques

The texts of the parallel corpora go through tokenization before being trained by NMT
models. In NLP, tokenization is dividing the raw text into smaller units called tokens. The
widely used tokenization techniques are word, character, and Byte-Pair Encoding (BPE).

In word tokenization, sentences are split by space into words, and these words are
considered to be tokens. For example, the sentence “This model will be trained” is
tokenized by words as {‘This’, ‘model’, ‘will’, ‘be’, ‘trained’}. Although this technique is
simple and clear, it requires to have a huge vocabulary to train a good MT model, or the
words that are not present in it will be translated as <UNK>.

The character tokenization technique is designed to solve the problem of a huge
vocabulary for word tokenization. In this technique, the word is split by each character. For
example, “Model” is tokenized as {M’, ‘0’, ‘d’, ‘e’, T'}. The disadvantage of this tokenization
technique is the requirement of large computational resources to train an MT model.
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Subword tokenization is a technique between word and character tokenization
methods. It splits words into smaller subwords. For example, “Models” is split into
“Model” and “s”. “Training” is split into “Train” and “ing”. One of the most popular
subword tokenization algorithms is Byte-Pair Encoding (BPE), where the data
compression algorithm is utilized.

Model evaluation

The quality of MT models is evaluated with the BLEU (Mouratidis, Kermanidis & Sosoni,
2020), WER (Stanojevic et al., 2015), and TER (Bojar, Graham ¢ Kamran, 2017) metrics,
which show a high correlation with human quality ratings. These metrics’ values range
from 0 to 1 (from 0% to 100% if the percentage measure is used). The BLEU metric is based
on the idea that “the closer the MT to the professional human translation, the better it is.”
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It is computed as the ratio of the number of words of the translation candidate found in the
reference translation to the total number of words of the candidate:

N
BLEU = Brevity_Penalty x Hp‘;l’", (1)
n=1
where p, are the precision values of the N-gram; N is the maximum level of granularity
(unigram, bigram, trigram, etc.); w, are the weights of the N-gram; Brevity_Penalty is the
measure that penalizes sentences that are too short:

>
Brevity_Penalty = {i(,lcr/c)r <’ (2)

where c is the length of the candidate translation and r is the length of the reference.
The closer the BLEU score value to 1 (100%), the higher the translation quality is.
The WER metric finds the distance between a translation candidate and its reference.
The minimum number of edit operations (insertion, substitution, and deletion) is divided
by the number of words in the reference:
min(e)

WER(c,r) = — (3)

where 7 is the reference; c is the candidate; e is the number of edit operations. The quality of
the WER metric is evaluated opposite to the BLEU metric. The closer the WER score value
to 0(0%), the better the translation is.

The WER metric has a significant drawback because it does not consider shifts of words.
The TER metric improves this case by considering shifts in sentences. Thus, it is calculated
as follows:

_ min(e + shifts)

TER(c,r) = — (4)

where r is the reference; ¢ is the candidate; e is the number of edit operations; shifts is the
number of shift operations. The quality of the TER metric is evaluated similarly to the
WER metric. The closer the TER score value to 0-(0%), the better the translation is.

EXPERIMENTS AND RESULTS

Training MT models

The formed full parallel KZ-EN corpora were moved to the training phase with the
described NMT models. The OpenNMT framework, an open-source NMT application,
was utilized for this purpose. This tool contains many different architectures whose
parameters are easy to configure. The RNN, BRNN, and Transformer models were tuned
to train MT models. The sentences were tokenized with word and BPE subword
tokenization techniques. The character tokenization technique was not implemented
because it used large computational resources. The RNN, BRNN, and Transformer MT
models had the following parameters for the training phase (Table 2). The full corpora
were divided into 90% for training, 5% for validating, and 5% for testing phases, leaving the
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Table 2 The parameters of the neural machine translation models.

RNN BRNN Transformer
#Model #Model #Model
transforms: onmt_tokenize transforms: onmt_tokenize encoder_type: transformer
encoder_type: rnn encoder_type: brnn decoder_type: transformer
decoder_type: rnn decoder_type: rnn position_encoding: true
rnn_type: LSTM enc_layers: 6

dec_layers: 6

heads: 8

rnn_size: 512
word_vec_size: 512
transformer_f{f: 2048
dropout_steps: [0]
dropout: [0.1]
attention_dropout: [0.1]

#Training steps and stopping #Training steps and stopping #Training steps and stopping
criteria criteria criteria

train_steps: 100000 train_steps: 100000 train_steps: 100000

valid_steps: 10000 valid_steps: 10000 valid_steps: 5000
early_stopping: 4 early_stopping: 4 early_stopping: 4
early_stopping_criteria: accuracy early_stopping criteria: accuracy early_stopping_criteria: accuracy
early_stopping_criteria: ppl early_stopping_criteria: ppl early_stopping_criteria: ppl
#Infrastructure #Infrastructure # Train on two GPUs
world_size: 1 world_size: 1 world_size: 2

gpu_ranks: [0] gpu_ranks: [0] gpu_ranks: [0, 1]

Table 3 The neural machine translation architectures and tokenization techniques.

Architecture BLEU WER TER
RNN_word_tokenization 0.45 0.55 0.48
BRNN_word_tokenization 0.43 0.58 0.57
Transformer_word_tokenization 0.37 0.62 0.55
RNN_bpe 0.46 0.54 0.48
BRNN_bpe 0.49 0.51 0.45
Transformer_bpe 0.42 0.58 0.51

largest part for training to maximize the performance of the models. The configuration of
the OpenNMT framework is available on GitHub (Karyukin, 2022).

The experiments were conducted on the workstation with the following specifications:
Core i7 4790K, 32 GB RAM, 1 TB SSD, and NVIDIA Geforce RTX 2070 Super. In
addition, for training the Transformer models, the second GPU, NVIDIA Geforce GTX
1080, was added to the bundle with RTX 2070 Super to launch those heavy models. The
values of each of these metrics for every architecture with word tokenization and BPE are
shown in Table 3.

The models showed a good performance for the KZ-EN corpora, comparable with the
high-resource trained models. The examples of the translation results of test sentences are
shown in Table 4. Here, Source is the sentence in the Kazakh language; Target is the
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Table 4 The Kazakh-English test translation samples.

Sentence 1
Source eHAIpYLITep/iiH aybUl IIapYaIIbUIbIFbI 6HiMepiHe OaFacbIHBIH 03repyi
Target changes in producer prices for agricultural products

Predict—RNN (word tokenization) changes in prices for agricultural products

Predict—RNN (bpe) changes in prices for agricultural products
Predict—BRNN (word changing prices for agricultural products
tokenization)
Predict—BRNN (bpe) changes in prices for agricultural products
Predict—Transformer (word changes in producer prices for agricultural products
tokenization)
Predict—Transformer (bpe) changes in producer prices for agricultural products
Sentence 2
Source OYI HaMBITY YIIIH YIKeH MYMKIHZIK 6eperi koHe d/ieM/ie KaHAal XaFgaylapAbIH GOIBII KaTKAHBIFBIH OiTyTe

CEeMTIiriH TUTi3ei.
Target it offers great opportunities for development and helps to find out what situations are happening in the world.

Predict—RNN (word tokenization) this will make a great opportunity to develop and what is happening in the world.

Predict—RNN (bpe) this gives great opportunities for development and contributes to what conditions are what conditions are
happening in the world.
Predict—BRNN (word this will give a great opportunity for the development of this and will help you know what the world is.
tokenization)
Predict—BRNN (bpe) this gives a great opportunity to develop and know what conditions are in the world.
Predict—Transformer (word this will have great opportunities for the development and will contribute to what is happening in the world.
tokenization)
Predict—Transformer (bpe) this will make it possible to develop and know what conditions are taking place in the world.
Sentence 3
Source ecKe cajia KeTellik, acTaHafa 7-8 KbIpKYJieK KYHpepi Xi eypasusuibiK kazenergy ¢popymsl etin >xaTbIp.
Target Recall that in the capital on September 7-8, the XI Eurasian Forum of kazenergy is held.
Predict—RNN (word tokenization) Recall that in the capital on September 7-8 the Eurasian kazenergy forum is taking place.
Predict—RNN (bpe) Recall that in the capital on September 7-7, xi Eurasian Energy Forum is taking place.
Predict—BRNN (word Recall that in the capital in September 7-8 the XI Eurasian kazenergy forum is taking place in the capital.
tokenization)
Predict—BRNN (bpe) Recall that in the capital on September 7-7, the XI Eurasian kazenergy forum is being held.
Predict—Transformer (word Recall that the XIII Eurasian Forum of kazenergy is held in the capital.
tokenization)
Predict—Transformer (bpe) Recall, on September 7-8, the Eurasian Forum of xi is held in the capital.
Sentence 4
Source cara Kor6acibIchl HOMMHAIMACBIH/A XKaMObUT 00JIBICBIHBIH "KasdocdaT” >KIIC Y3iK aTaH/bL.
Target in the nomination “Quality Leader” the best was Kazphosphate LLP of Zhambyl region.
Predict—RNN (word tokenization) in the nomination of the quality leader, Zhambyl region became the best aranpst
Predict—RNN (bpe) In the nomination of the leader of the quality leader of the Zhambyl region, the best became Kazphosphate LLP.
Predict—BRNN (word In the nomination quality leader the best was the ysmix LLP of Zhambyl region.
tokenization)
Predict—BRNN (bpe) In the nomination of the quality leader, the best became the best was Kazphosphat LLP.
Predict—Transformer (word in the nomination “Best Quality. of Zhambyl Region.
tokenization)
Predict—Transformer (bpe) in the nomination “Best quality Leader of the Nation of Zhambyl region” became the best.
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Figure 9 Translation with the trained model. Full-size &) DOT: 10.7717/peerj-cs.1224/fig-9

sentence in the English language; Predict is the translation of test sentences by the trained
NMT models (RNN, BRNN, and Transformer).

Comparing the values of BLEU, WER, and TER metrics from Table 2 and translations
from Table 3, it is seen that the RNN and BRNN models give a more precise translation
than the Transformer model. The BPE tokenization technique showed better metrics
scores and translation than the word tokenization technique. Nevertheless, analyzing the
results of other works devoted to the NMT for the KZ-EN corpora, the improvements in
the metrics scores are noticeable. Having the corpora mostly equal in size to the corpora of
400,000 parallel KZ-EN sentences in Tukeyev, Karibayeva ¢» Abduali (2018) made it
possible to achieve the best BLEU score of 0.16. The article (Toral et al., 2019) had only
67,000 parallel KZ-EN sentences, and the best BLEU score was 0.28. Despite the difference
in the size and quality of corpora used in those works, the experimental results in this
research show the importance of the corpora of parallel sentences and NMT architectures
for achieving the best KZ-EN MT results. A very important note is that the RNN and
BRNN models’ scores were higher than the metrics’ values of the Transformer model for
the gathered corpora. The BPE tokenization technique outperformed the word
tokenization for all the used models. All these NMT models can be used in the MT
application currently under development by our research group. Now, the BRNN model
with the BPE tokenization technique is adopted there (Fig. 9).

Although the evaluation metrics and translation samples in Tables 2 and 3 provide
opportunities for comparing the results among sentences and different NMT models, it
would also be preferable to have other Kazakh-English corpora with a number of
sentences of around 500,000 to 1 million to get closer to the high-resource scenarios to
have an even broader analysis. It is the task of future works.
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CONCLUSIONS AND FUTURE WORKS

This article explored building high-quality NMT models for the low-resource language
pair, specifically KZ-EN. First, the article paid much attention to the size of the parallel
corpora and the existing approaches for increasing their sizes for the low-resource
languages, such as FT, BT, and TL. The features, characteristics, and schemes of the most
popular MT architectures, Seq2Seq, RNN, BRNN, and Transformer, were also thoroughly
described. Then the ways of the KZ-EN parallel corpora formation and the NMT models
training methods were systematically described. Despite several hundred thousand parallel
sentences of the language pairs with the Kazakh language, their quality and scarcity remain
significant problems today. Moreover, those corpora do not fall within the scope of study
of formal social, political, and scientific texts, which qualified translation this research was
about to achieve. The corpora of 205,000 monolingual Kazakh sentences from the scientific
articles were translated with the Promt MT system and combined with 175,000 parallel
sentences parsed from the official government Internet sources, forming a very large
corpus of 308,000 KZ-EN sentences. After the parallel corpora had been fully formed, the
RNN, BRNN, and Transformer architectures of the OpenNMT framework were utilized
for training advanced MT models. The quality of trained models was then evaluated with
the BLEU, WER, and TER metrics, highlighting the best values of the RNN and BRRN
architectures with the BPE technique. The BRNN model with the BPE tokenization
technique is adopted for the new MT application which is under development. Although
the gained parallel corpora and trained NMT model are very useful for MT of the Kazakh
language, other tasks of great importance remain for future works. They include the
following assignments:

-Increasing the size of the gathered corpora with more synthetic data.

—Parsing more texts from other multilingual websites.

-Trying the BT and TL techniques.

—Applying the synthetic corpora generation and NMT approaches for training other
low-resource language pairs, i.e., Kyrgyz-English, Uzbek-English.

ADDITIONAL INFORMATION AND DECLARATIONS

Funding

This research was performed and financed by the grant Project IRN AP 09259556 of the
Ministry of Science and Higher Education of the Republic of Kazakhstan. The funders had
no role in study design, data collection and analysis, decision to publish, or preparation of
the manuscript.

Grant Disclosures

The following grant information was disclosed by the authors:

Ministry of Science and Higher Education of the Republic of Kazakhstan: IRN AP:
09259556.

Karyukin et al. (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1224 16/20


http://dx.doi.org/10.7717/peerj-cs.1224
https://peerj.com/computer-science/

PeerJ Computer Science

Competing Interests
The authors declare that they have no competing interests.

Author Contributions

e Vladislav Karyukin conceived and designed the experiments, performed the
experiments, performed the computation work, prepared figures and/or tables, and
approved the final draft.

e Diana Rakhimova conceived and designed the experiments, authored or reviewed drafts
of the article, and approved the final draft.

e Aidana Karibayeva analyzed the data, authored or reviewed drafts of the article, and
approved the final draft.

e Aliya Turganbayeva analyzed the data, prepared figures and/or tables, authored or
reviewed drafts of the article, and approved the final draft.

e Asem Turarbek analyzed the data, authored or reviewed drafts of the article, corpora
collection for the experiments, and approved the final draft.

Data Availability
The following information was supplied regarding data availability:

The total corpora of 380 thousand parallel Kazakh-English sentences are available at
GitHub and Zenodo:

— GitHub: https://github.com/VladislavKaryukin/kk_en_corpora/tree/v1.

- Zenodo: Vladislav Karyukin, Diana Rakhimova, Aidana Karibayeva, Aliya
Turganbayeva, & Asem Turarbek. (2022). VladislavKaryukin/kk_en_corpora: The
Kazakh-English parallel corpora (Version v1) [Data set]. Zenodo. https://doi.org/10.5281/
zenodo.7115360.

The OpenNMT framework with configurations for the English-Kazakh NMT is
available at GitHub and Zenodo:

- GitHub: https://github.com/VladislavKaryukin/OpenNMT_Kazakh-English NMT/
tree/vl.

- Zenodo: Vladislav Karyukin, Diana Rakhimova, Aidana Karibayeva, Aliya
Turganbayeva, & Asem Turarbek. (2022). VladislavKaryukin/OpenNMT_Kazakh-
English NMT: The OpenNMT based Kazakh-English NMT (Version v1). Zenodo.
https://doi.org/10.5281/zenodo.7118550.

REFERENCES

Abdulmumin I, Galadanci BS, Isa A. 2020. Enhanced back-translation for low resource neural
machine translation using self-training. Communications in Computer and Information Science
1350(8):355-371 DOI 10.1007/978-3-030-69143-1_28.

Abdulmumin I, Galadanci BS, Isah A, Kakudi H, Sinan I. 2020. A hybrid approach for improved
low resource neural machine translation using monolingual data. Engineering Letters
29(4):1478-1493 DOI 10.13140/RG.2.2.11076.55687.

Ahmadnia B, Aranovich R, Dorr B. 2021. Strengthening low-resource neural machine translation
through joint learning: the case of Farsi-Spanish. In: Proceedings of the 13th International
Conference on Agents and Artificial Intelligence, Online Streaming. 4-6 February 2021, 475-481.

Karyukin et al. (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1224 17/20


https://github.com/VladislavKaryukin/kk_en_corpora/tree/v1
https://doi.org/10.5281/zenodo.7115360
https://doi.org/10.5281/zenodo.7115360
https://github.com/VladislavKaryukin/OpenNMT_Kazakh-English_NMT/tree/v1
https://github.com/VladislavKaryukin/OpenNMT_Kazakh-English_NMT/tree/v1
https://doi.org/10.5281/zenodo.7118550
http://dx.doi.org/10.1007/978-3-030-69143-1_28
http://dx.doi.org/10.13140/RG.2.2.11076.55687
http://dx.doi.org/10.7717/peerj-cs.1224
https://peerj.com/computer-science/

PeerJ Computer Science

Babhulgaonkar AR, Bharad SV. 2017. Statistical machine translation. In: Ist International
Conference on Intelligent Systems and Information Management (ICISIM). 5-6 October,
Aurangabad, India, 62-67.

Bojar O, Graham Y, Kamran A. 2017. Results of the WMT17 metrics shared task. In: Proceedings
of the Second Conference on Machine Translation. 7-8 September 2017, Copenhagen, Denmark,
489-513.

Edunov S, Ott M, Auli M, Grangier D. 2018. Understanding back-translation at scale. In:
Proceedings of the 2018 Conference on Empirical Methods in Natural Language Processing. 31
October-4 November 2018, Brussels, Belgium, 489-500.

Gongora S, Giossa N, Chiruzzo L. 2022. Can we use word embeddings for enhancing Guarani-
Spanish machine translation? In: Proceedings of the Fifth Workshop on the Use of Computational
Methods in the Study of Endangered Languages. Dublin, Ireland: Association for Computational
Linguistics, 127-132.

Ha T, Niehues J, Waibel AH. 2016. Toward multilingual neural machine translation with
universal encoder and decoder. CoRR DOI 10.48550/arXiv.1611.04798.

Islam MA, Anik MSH, Al Islam ABMA. 2021. Towards achieving a delicate blending between
rule-based translator and neural machine translator. Neural Computing and Applications
33(18):12141-12167 DOI 10.1007/s00521-021-05895-x.

Jooste W, Haque R, Way A. 2022. Knowledge distillation: a method for making neural machine
translation more efficient. Information 13(2):88 DOI 10.3390/info13020088.

Kalekeyeva M, Litvinov Y. 2021. Hunting hinges for air manipulators. Engineering journal of
Satbayev University. Available at https://vestnik.satbayev.university/index.php/journal/article/
view/792 (accessed 18 December 2022).

Kandimalla A, Lohar P, Maji SK, Way A. 2022. Improving English-to-Indian language neural
machine translation systems. Information 13:245 DOI 10.3390/info13050245.

Karyukin V. 2022. OpenNMT Kazakh-English Neural Machine Translation. GitHub. Available at
https://github.com/ViadislavKaryukin/OpenNMT_Kazakh-English_NMT (accessed 18 December
2022).

Karyukin V. 2022. The parallel corpora for the English-Kazakh language pair for the Neural
Machine Translation (NMT). GitHub. Available at https://github.com/ViadislavKaryukin/kk_
en_corpora/tree/v1 (accessed 18 December 2022).

Khusainov A, Suleymanov D, Gilmullin R, Gatiatullin A. 2018. Building the Tatar-Russian NMT
system based on re-translation of multilingual data. In: Sojka P, Hordk A, Kopecek I, Pala K, eds.
Text, Speech, and Dialogue. Lecture Notes in Computer Science. Vol. 11107. Cham: Springer.

Koehn P, Haddow B, Barrault L, Bojar O, Specia L, Turchi M, Post M, Chatterjee R, Monz C,
Negri M, Huck M, Federmann C, Monz C, Graham Y, Neves M, Kocmi T. 2022. World
machine translation. Available at https://machinetranslate.org/wmt (accessed 11 November
2022).

Lankford S, Afli H, Way A. 2022. Human evaluation of English-Irish transformer-based NMT.
Information 13(7):309 DOI 10.3390/info13070309.

Mohamed SA, Elsayed AA, Hassan YF, Abdou MA. 2021. Neural machine translation: past,
present, and future. Neural Computing and Applications 33:15919-15931
DOI 10.1007/s00521-021-06268-0.

Mouratidis D, Kermanidis KL, Sosoni V. 2020. Innovative deep neural network fusion for
pairwise translation evaluation. In: Artificial Intelligence Applications and Innovations: 16th IFIP
WG 12.5 International Conference, AIAI 2020. June 5-7, 2020, Proceedings, Part II, Neos
Marmaras, Greece, Vol. 584, 76-87 DOI 10.1007/978-3-030-49186-4_7.

Karyukin et al. (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1224 18/20


http://dx.doi.org/10.48550/arXiv.1611.04798
http://dx.doi.org/10.1007/s00521-021-05895-x
http://dx.doi.org/10.3390/info13020088
https://vestnik.satbayev.university/index.php/journal/article/view/792
https://vestnik.satbayev.university/index.php/journal/article/view/792
http://dx.doi.org/10.3390/info13050245
https://github.com/VladislavKaryukin/OpenNMT_Kazakh-English_NMT
https://github.com/VladislavKaryukin/kk_en_corpora/tree/v1
https://github.com/VladislavKaryukin/kk_en_corpora/tree/v1
https://machinetranslate.org/wmt
http://dx.doi.org/10.3390/info13070309
http://dx.doi.org/10.1007/s00521-021-06268-0
http://dx.doi.org/10.1007/978-3-030-49186-4_7
http://dx.doi.org/10.7717/peerj-cs.1224
https://peerj.com/computer-science/

PeerJ Computer Science

Ngo TV, Nguyen PT, Nguyen VV, Ha TL, Nguyen LM. 2022. An efficient method for generating
synthetic data for low-resource machine translation. Applied Artificial Intelligence 36(1):1
DOI 10.1080/08839514.2022.2101755.

Niyazbek M, Talp K, Sun J. 2021. The development and construction of bilingual machine
translation auxiliary tool between Chinese and Kazakh languages. In: IOP Conference Series:
Earth and Environmental Science, Volume 687, 3rd International Conference on Environmental
Prevention and Pollution Control Technologies. 15-17 January 2021, Zhuhai, China, 1-5.

Nonaka K, Yamanouchi K, Tomohiro I, Okita T, Shimada K, Sakamoto H. 2022. A
compression-based multiple subword segmentation for neural machine translation. Electronics
11(7):1014 DOI 10.3390/electronics11071014.

Primeminister. 2022. Official information source of the Prime Minister of the Prime Minster of the
Republic of Kazakhstan. Available at https://primeminister.kz/en/government/about (accessed 18
December 2022).

Rakhimova D, Karyukin V, Karibayeva A, Turarbek A, Turganbayeva A. 2021. The
development of the light post-editing module for English-Kazakh translation. In: The 7th
International Conference on Engineering & MIS, 2021 (ICEMIS’21). 11-13 October 2021, Almaty,
Kazakhstan, 1-5.

Rubino R, Marie B, Dabre R, Fujita A, Utiyama M, Sumita E. 2020. Extremely low-resource
neural machine translation for Asian languages. Machine Translation 34(4):347-382
DOI 10.1007/s10590-020-09258-6.

Sapakova S. 2022. Application of machine learning methods in the real estate market of Almaty.
Bulletin of physics and mathematics of Abai Kazakh National Pedagogical University. Available
at https://bulletin-phmath.kaznpu.kz/index.php/ped/article/view/1128 (accessed 18 December
2022).

Sennrich R, Haddow B, Birch A. 2016. Improving neural machine translation models with
monolingual data. In: Proceedings of the 54th Annual Meeting of the Association for
Computational Linguistics. 7-12 August 2016, Berlin, Germany, 86-96.

Shanmugavadivel K, Sampath SH, Nandhakumar P, Mahalingam P, Subramanian M,
Kumaresan PK, Priyadharshini R. 2022. An analysis of machine learning models for sentiment
analysis of Tamil code-mixed data. Computer Speech & Language 76:101407
DOI 10.1016/j.cs1.2022.101407.

Sharma S, Diwakar M, Singh P, Tripathi A, Arya C, Singh S. 2021. A review of neural machine
translation based on deep learning techniques. In: IEEE 8th Uttar Pradesh Section International
Conference on Electrical, Electronics and Computer Engineering (UPCON). 11-13 November
2021, Piscataway: IEEE, 1-5.

Sindhu C, Guha S, Singh Panwar Y. 2022. English to Hindi translator using Seq2seq model. In: 8th
International Conference on Advanced Computing and Communication Systems (ICACCS).
25-26 March 2022, Coimbatore, Tamilnadu, India, 266-271.

Singh SP, Darbari H, Kumar A, Jain S, Lohan A. 2019. Overview of neural machine translation
for English-Hindi. In: International Conference on Issues and Challenges in Intelligent
Computing Techniques (ICICT). 27-28 September 2019, Ghaziabad, India, 1-4.

Stanojevi¢ M, Kamran A, Koehn P, Bojar O. 2015. Results of the WMT15 metrics shared task. In:
Proceedings of the Tenth Workshop on Statistical Machine Translation. 17-18 September 2015,
Lisbon, Portugal: Association for Computational Linguistics, 256-273.

Strategy. 2022. Address by the President of the Republic of Kazakhstan. Available at https://
strategy2050.kz/en/page/multilanguage/ (accessed 18 December 2022).

Karyukin et al. (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1224 19/20


http://dx.doi.org/10.1080/08839514.2022.2101755
http://dx.doi.org/10.3390/electronics11071014
https://primeminister.kz/en/government/about
http://dx.doi.org/10.1007/s10590-020-09258-6
https://bulletin-phmath.kaznpu.kz/index.php/ped/article/view/1128
http://dx.doi.org/10.1016/j.csl.2022.101407
https://strategy2050.kz/en/page/multilanguage/
https://strategy2050.kz/en/page/multilanguage/
http://dx.doi.org/10.7717/peerj-cs.1224
https://peerj.com/computer-science/

PeerJ Computer Science

The Republic of Kazakhstan. 2023. Official website of the President of the Republic of Kazakhstan.
Available at https://akorda.kz/en/president/president (accessed 18 December 2022).

Tiedemann J. 2022. OPUS the open parallel corpus. Available at https://opus.nlpl.eu/index.php
(accessed 18 December 2022).

Toral A, Edman L, Yeshmagambetova G, Spenader J. 2019. Neural machine translation for
English-Kazakh with morphological segmentation and synthetic data. In: Proceedings of the
Fourth Conference on Machine Translation. 1-2 August 2019, Florence, Italy, 386-392.

Tukeyev U, Karibayeva A, Abduali B. 2018. Neural machine translation system for the Kazakh
language based on synthetic corpora. In: MATEC Web Conf. III International Conference of
Computational Methods in Engineering Science (CMES’18). 22-24 November, Kazimierz Dolny,
Poland.

Tukeyev U, Karibayeva A, Zhumanov ZH, Pham D. 2020. Morphological segmentation method
for Turkic language neural machine translation. Cogent Engineering 7:1
DOI 10.1080/23311916.2020.1856500.

Turganbayeva A, Rakhimova D, Karyukin V, Karibayeva A, Turarbek A. 2022. Semantic
connections in the complex sentences for post-editing machine translation in the Kazakh
language. Information 13(9):411 DOI 10.3390/info13090411.

Van der Linde J. 2022. Paracrawl. Available at https://paracrawl.eu/ (accessed 18 December 2022).

Wan Y, Yang B, Wong DF, Chao LS, Yao L, Zhang H, Chen B. 2022. Challenges of neural
machine translation for short texts. Computational Linguistics 48(2):321-342
DOI 10.1162/coli_a_00435.

Wu CH, Shih CC, Wang YC, Tsai RTH. 2022. Improving low-resource machine transliteration by
using 3-way transfer learning. Computer Speech ¢ Language 72:101283
DOI 10.1016/.cs1.2021.101283.

Zhanabergenova D, Tukeyev U. 2021. Morphology model and segmentation for old Turkic
language. In: Nguyen NT, Iliadis L, Maglogiannis I, Trawinski B, eds. Computational Collective
Intelligence. Lecture Notes in Computer Science. Vol. 12876. Cham: Springer.

Zhang J, Zong C. 2020. Neural machine translation: challenges, progress and future. Science China
Technological Sciences 63(10):2028-2050 DOI 10.1007/s11431-020-1632-x.

Zhao L, Gao W, Fang J. 2021. High-performance English-Chinese machine translation based on
GPU-enabled deep neural networks with domain corpus. Applied Sciences 11(22):10915
DOI 10.3390/app112210915.

Karyukin et al. (2023), Peerd Comput. Sci., DOl 10.7717/peerj-cs.1224 20/20


https://akorda.kz/en/president/president
https://opus.nlpl.eu/index.php
http://dx.doi.org/10.1080/23311916.2020.1856500
http://dx.doi.org/10.3390/info13090411
https://paracrawl.eu/
http://dx.doi.org/10.1162/coli_a_00435
http://dx.doi.org/10.1016/j.csl.2021.101283
http://dx.doi.org/10.1007/s11431-020-1632-x
http://dx.doi.org/10.3390/app112210915
http://dx.doi.org/10.7717/peerj-cs.1224
https://peerj.com/computer-science/

	The neural machine translation models for the low-resource Kazakh--English language pair
	Introduction
	Materials and Methods
	Experiments and results
	Conclusions and future works
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile (None)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth 8
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth 8
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Average
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


