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Abstract

A key problem in a variety of applications is that
of domain adaptation from a public source do-
main, for which a relatively large amount of la-
beled data with no privacy constraints is at one’s
disposal, to a private target domain, for which a
private sample is available with very few or no
labeled data. In regression problems, where there
are no privacy constraints on the source or tar-
get data, a discrepancy minimization approach
was shown to outperform a number of other adap-
tation algorithm baselines. Building on that ap-
proach, we initiate a principled study of differ-
entially private adaptation from a source domain
with public labeled data to a target domain with
unlabeled private data. We design differentially
private discrepancy-based adaptation algorithms
for this problem. The design and analysis of our
private algorithms critically hinge upon several
key properties we prove for a smooth approxi-
mation of the weighted discrepancy, such as its
smoothness with respect to the ¢;-norm and the
sensitivity of its gradient. We formally show that
our adaptation algorithms benefit from strong gen-
eralization and privacy guarantees.

1 INTRODUCTION

In a variety of applications in practice, the amount of labeled
data available from the domain of interest is too modest to
train an accurate model. Instead, the learner must resort to
using labeled samples from an alternative source domain,
whose distribution is expected to be close to that of the target
domain. Additionally, typically a large amount of unlabeled
data from the target domain is also at one’s disposal.
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The problem of generalizing from that distinct source do-
main to a target domain for which few or no labeled data is
available is a fundamental challenge in learning theory and
algorithmic design known as the domain adaptation prob-
lem. We study a privacy-constrained and thus even more
demanding scenario of domain adaptation, motivated by the
critical data restrictions in modern applications: in practice,
often the labeled data available from the source domain is
public with no privacy constraints, but the unlabeled data
from the target domain is subject to privacy constraints.

Differential privacy has become the gold standard of privacy-
preserving data analysis as it offers formal and quantitative
privacy guarantees and enjoys many attractive properties
from an algorithmic design perspective [DR14]. Despite
the remarkable progress in the field of differentially pri-
vate machine learning, the problem of differentially private
domain adaptation is still not well-understood. Here, we
present new differentially private adaptation algorithms for
the scenario described above and provide formal guaran-
tees on their expected accuracy. Note that there has been
a sequence of publications that provide formal differen-
tially private learning guarantees assuming access to public
data [CH11, BNS13, BTT18, ABM19, NB20, BCM*20].
However, their results are not applicable to the adaptation
problem we study since they rely on the assumption that the
source and target domains coincide. Recently, [JCYS21]
proposed a differentially private correlation alignment ap-
proach for domain adaptation when both source and target
data are private. [WLZ*20] proposed algorithms for deep
domain adaptation for classification, however they do not
provide theoretical guarantees on the proposed algorithms.

The design of our algorithms and their guarantees bene-
fit from the theoretical analysis of domain adaptation by
a series of prior publications. [MMRO09] and [CM14] in-
troduced the notion of discrepancy, which they used to
give a general analysis of single-source adaptation for ar-
bitrary loss functions. The notion of discrepancy is a di-
vergence measure tailored to domain adaptation (see also
[MM12, KM15, KM20]). Unlike other divergence mea-
sures between distributions such as the ¢ -distance, discrep-
ancy takes into account the loss function and the hypothesis
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set and, crucially, can be estimated from finite samples. The
authors presented Rademacher complexity learning bounds
in terms of the discrepancy for arbitrary hypothesis sets
and loss functions, as well as pointwise learning bounds
for kernel-based hypothesis sets. In the special case of the
zero-one loss, the notion of discrepancy coincides with the
d a-distance between distributions introduced by [KBG04]
and used in [BBCPO06]. These authors used this notion to
derive learning bounds for the zero-one loss, (see also the
follow-up publications [BCK*08, BDBC™"10]) in terms of a
quantity denoted by Ag¢ that depends on the hypothesis set
H and the distribution, but that cannot be estimated from
observations.

For regression problems with no privacy constraints on the
source or target data, [CM14] gave a discrepancy minimiza-
tion algorithm based on a reweighting of the losses of the
sample points. They further demonstrated that their algo-
rithm outperformed all other baselines in a variety of tasks.
Building on that approach, we design new differentially
private discrepancy-based algorithms for adaptation from a
source domain with public labeled data to a target domain
with unlabeled private data. In Section 3, we briefly present
some background material on the discrepancy analysis of
adaptation motivating that approach.

The design and analysis of our private algorithms crucially
hinge upon several key properties we prove for a smooth ap-
proximation of the weighted discrepancy, such as its smooth-
ness with respect to the ¢;-norm and the sensitivity of its
gradient. In Section 4, we describe that smooth approxi-
mation and give a detailed analysis of its crucial properties,
which enable the construction of our private algorithms.

In Section 5, we present a new, computationally efficient,
differentially private adaptation algorithm seeking to di-
rectly minimize the sum of the weighted empirical loss and
the discrepancy. With respect to the work of [MMRO09] and
[CM14], our novel contribution is this one-stage algorithm
(and a differentially private counterpart) directly seeking to
miminize the learning bound, unlike that of previous work
that consisted of a two-stage method, first seeking a sample
reweighting that minimizes the empirical discrepancy, next
fixing the weights thereby obtained and solving a weighted
regression.

Since attaining the minimum in this case is generally in-
tractable, due to the non-convexity of the objective, instead,
our algorithm finds an approximate stationary point of this
objective. Our algorithm is comprised of a sequence of
Frank-Wolfe updates, where each update consists of a dif-
ferentially private update of the weights and a non-private
update of the predictor. In fact, our algorithm can be used
in much more general settings of private non-convex op-
timization over a product of domains with different ge-
ometries. We formally prove the privacy and convergence
guarantees of our algorithm in a general problem setting,

and then derive its generalization guarantees in the con-
text of adaptation. Our result in this section offers two
main contributions to the growing body of work on con-
vergence to stationary points in non-convex optimization
[FLLZ18, MWCCI18, CDHS17, NP06, GL13, ACD*19].
First, to the best of our knowledge, our work is the first
to provide an algorithm with a strong convergence guaran-
tee when the non-convex objective is defined over a product
of domains with different geometries. Second, we achieve
this under the constraint of differential privacy, which re-
quires a different design and analysis paradigm than existing
non-private non-convex optimization algorithms.

In Section 6, we present new two-stage private adaptation
algorithms that can be viewed as private counterparts of the
discrepancy minimization algorithm of [CM14]. As with
that algorithm, the first stage aims at finding a reweighting
of the source sample that minimizes the discrepancy, and
the second stage aims at minimizing a regularized weighted
empirical loss based on the reweighting found in the first
stage. Since the second stage does not involve private data,
only the first stage requires a private solution. Our solutions
are based on private variants of Frank-Wolfe and Mirror-
Descent algorithms, and they are computationally efficient.
We describe these solutions in detail and give privacy and
learning bounds for both algorithms. We further compare
the benefits of these algorithms as a function of the sample
sizes.

Finally, in Section 7, we conduct a set of proof-of-concept
experiments showing that our algorithms yield good accu-
racy while attaining reasonable privacy guarantees.

We start with preliminary concepts and definitions relevant
to our analysis.

2 PRELIMINARIES

Let X c R? denote the input space and Y the output space,
which we assume to be a measurable subset of R. We as-
sume that X is included in the ¢, ball of radius 7, BZ(r). We
will also assume that Y is included in a bounded interval of
diameter Y > 0. Let J{ be a family of hypotheses mapping
from X to Y. We focus on the family of linear hypotheses
H={x > w-x:|w| < A}. We will be mainly interested in
the regression setting, though some of our results can be
extended to other contexts. For any h € J{, we denote by
{(h(z),y) = (h(x) - y)? the familiar squared loss of h for
the labeled point (z,y) € X x Y. We denote by M > 0 an
upper bound on the loss: £(h(x),y) < M, for all (x,y).

Learning scenario. We identify a domain with a distribu-
tion over X x Y and refer to the source domain as the one
corresponding to a distribution Q and the target domain,
the one corresponding to a distribution . We assume that
the learner receives a sample S = ((z1,y1),- -+, (Tm, Ym))
of m labeled points drawn i.i.d. from a distribution Q
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over X x Y and that it also has access to a large sample
T = (Z1,...,%Tn) of n unlabeled points drawn i.i.d. from
Py, the input marginal distribution associated to P. We
view the data from Q, that is sample S, as public data, and
the data from P, sample T, as private data.

The objective of the learner is to use the samples S and 7" to
select a hypothesis h € H with small expected loss with re-
spect to the target domain: L(P, h) = E¢, ,y.p[L(h(7),y)].
In the absence of any constraints, this coincides with the
standard problem of single-source domain adaptation, stud-
ied in a very broad recent literature, starting with the theo-
retical studies of [BBCP06, MMRO09, CM 14].

Discrepancy notions. Clearly, the success of adaptation de-
pends on the closeness of the distributions P and Q, which
can be measured according to various divergences. The
notion of discrepancy has been shown to be appropriate
measure of divergence between distributions in the context
of domain adaptation. We will distinguish the so-called Y-
discrepancy disy (P, Q), which can only be estimated when
sufficient labeled data is available from both distributions,
and the standard discrepancy dis(P, Q), which can be esti-
mated from finite unlabeled samples from both distributions:

Disy (P, Q) = %16%{5(?, h) - £(Q, h)}

Dis(P, Q) = max { JE [6(h(@), W ()]

X

- E [}

We will be using the two-sided versions of these expressions,
for example dis(P,Q) = max{Dis(P,Q),Dis(Q,P)},
though part of our analysis holds with one-sided definitions
too.

Matrix definitions. We will adopt the following matrix
definitions and notation. We denote by M, the set of
real-valued d x d matrices and by S; the subset of My
formed by symmetric matrices. We will denote by (-,-)
the Frobenius product defined for all M,M’ ¢ M, by
(M, M') = szzl M;;M;; = Tr(MTM"). For any matrix
M € Sy, we denote by A\; (M) the ith eigenvalue of M in de-
creasing order and will also denote by Ayax (M) = A (M)
its largest eigenvalue, and by A\pin (M) = Ag(M) its small-
est eigenvalue. We also denote by A(M) the vector of
eigenvalues of M. For any p € [1, +00], we will denote by
|M] () the p-Schatten norm of M defined by |[M|,) =

1
[A(M)], = [Zf=1|)\i(M)|p]". Note that p = +o0 corre-
sponds to the spectral norm: |[M (o) = [A(M)] o, which
we also denote by |[M]||.

Smoothness. We will say that a continuously differentiable
function f defined over a vector space € is «y-smooth for
norm || if Vz,z" € €, |V f(z) - Vf(«")[« < y]z - 2|,
where ||| is the dual norm associated to |-|. When f is
twice differentiable, it is known that the condition on the

Hessian ¥z, z € &, |2TV2f(x)z| < v|2|?, implies that f is
[I-I-y-smooth [Sid19][Chapter 5; lemma 8].

Differential Privacy [DMNS06, DKM*06]. Fix ¢, > 0.
A (randomized) algorithm A: Z" — R is said to be (&,4)-
differentially private if for all pairs of datasets T, T € Z
that differ in exactly one entry, and every measurable O <
R, we have: P(A(T) e O) < e -P(A(T") € O) + 4. We
consider differentially private algorithms that have access
to an auxiliary public sample S in addition to their input
private dataset T'. In that case, we view the public sample
S as being “hardwired” to the algorithm, and the constraint
of differential privacy is imposed only with respect to the
private dataset.

3 DISCREPANCY-BASED
GENERALIZATION BOUNDS

In this section, we briefly present some background material
on discrepancy-based generalization guarantees. A more
detailed discussion is presented in Appendix A. Let the
output label-discrepancy ns¢(S,T) be defined as follows:

n}((S,T):}{nin{ sup |y —ho(z)|+ sup~|y—h0(1‘)|},

07 \(z,y)eS (z,y)eT

where T is the labeled version of T (.e., T is T associated
with its true, hidden labels). Note that dis(Px, q) measures
the difference of the distributions on the input domain. In
contrast, 7g¢ (S, T) accounts for the difference of the output
labels in S and 7'. Note that under the covariate-shift and
separability assumption, we have ns¢(S,T) = 0. In general,
adaptation is not possible when 74¢ (.S, T) is large since
the labels received on the training sample would then be
very different from the target ones. Thus, we will assume,
as in previous work, that we have 74 (.S, T) <« 1. Then,
the following learning bound, expressed in terms of the
empirical unlabeled discrepancy dis(/ﬂsx7 q), n3¢(S,T), and
the Rademacher complexity of I, holds with probability
at least 1 — 3 for all A € H and all distributions q over S
[CM14, CMMM19]:

L) < 3 ail(h(z). y:) + dis(Pr q)

i=1

+ 03¢ (S, T) + 2MR,, (H) + M (1)

When 3 is the class of linear predictors and the support of
P« is included in the ¢5-ball of radius r, the Rademacher
complexity can be explicitly upper-bounded as follows:

R (H) <4/ % [MRT18]. [CM14] proposed an adap-
tation algorithm motivated by these learning bounds and
other pointwise guarantees expressed in terms of discrep-
ancy. Their algorithm can be viewed as a two-stage method
seeking to minimize the first two terms of this learning
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bound. It consists of first finding a minimizer q of the
weighted discrepancy (second term) and then minimizing
aregularized g-weighted empirical loss (first term) with re-
spect to h for that value of g. In Section 6, we design private
adaptation algorithms for a similar two-stage approach. We
first give a new, direct approach for private adaptation based
on a new differentially private non-convex optimization al-
gorithm, which we discuss in Section 5. This algorithm
can be viewed as a direct, single-stage approach for pri-
vate domain adaptation that seeks to find h and q directly
minimizing the first two terms of the bound.

The privacy and accuracy guarantees of our algorithms cru-
cially rely on a careful analysis of a smooth approximation
of the discrepancy term, which we present in the following
section.

4 DISCREPANCY ANALYSIS AND
SMOOTH APPROXIMATION

4.1 Analysis

For the squared loss and H = {z ~ w-x: |w| < A}, the
weighted discrepancy term of the learning bound (1) can be
expressed in terms of the spectral norm of a matrix that is
an affine function of q.

Lemma 1 ((MMRO09, CM14]). For any distribution q over
Sy, the following equality holds:

dis(P,q) = 4A|M(q)|2
= 4\? max{)\max(M(q)), /\max(—M(Q))}a

where M(q) = My - X%y ¢;M; and where M, =
Yeex Px(2)za’, and M; = z;2], i € [m].

For completeness, a short proof of this result is given in
Appendix B. In view of that, the learning bound (1) suggests
seeking h € H and q € A,,, to minimize the first two terms:

min Yo qil(h(w;),y:) + 40 |M(q)| 2. 2

qeAy i=1

Note that the second term of the bound is sub-differentiable
but it is not differentiable both because of the underlying
maximum operator and because the maximum eigenvalue
is not differentiable at points where its multiplicity is more
than one. Furthermore, the first term of the objective func-
tion is convex with respect to h and convex with respect to
g, but it is not jointly convex in both.

Our private algorithms require bounded sensitivity of the
gradients as well as smoothness of the objective, which
would not hold given the first issue mentioned. Thus, in-
stead, we will define a uniform a-smooth approximation of
the second term, for which we analyze the smoothness and
gradient sensitivity in detail.

4.2 Softmax smooth approximation

A natural approximation of Ap,.x(q) is based on the softmax
approximation: F'(q) = ilog[zgz1 e“’\i(M(“))]. Eigen-
values are not differentiable everywhere. However, F' is
infinitely differentiable since it can be expressed as a com-
position of the log, the trace and the matrix exponential,
which are all infinitely differentiable and since M(q) is

an affine function of q: F'(q) = % log[Tr[exp(uM(q))]].
The matrix exponential can be computed in O(d?), using

an SVD of matrix M(q). The following inequalities follow
directly the properties of the softmax:

Amasx(M(0)) < F(0) € Amax (M(q) ) + 2502 @D) - (3)

Note that we have rank(M(q)) < min (m + n,d). Thus,
for p = w, F(q) gives a uniform a-approximation
of Amax(M(q)). The components of the gradient of F' are
given by

(exp(uM(q)), M;)
Tr(exp(uM(q))) ’

where (-,-) denotes the Frobenius inner product. Both the
smoothness and sensitivity of VF' will be needed for the
derivation of our algorithm. We now analyze these proper-
ties of function F', using function f which is defined for any
symmetric matrix M € S; as follows:

[VE(a)]; =~ jelm] &)

+oo k
F(M) = ;log[z M(M’“,I)].

We have F'(q) = f(M(q)). The following result provides
the desired smoothness result needed for F', which we prove
by using the p-smoothness of f.

Theorem 1. The softmax approximation F is
u(maxie[m] |2 ||§)-sm00thf0r -1l

The proof is given in Appendix C.1. Next, we analyze
the sensitivity of VF', that is the maximum variation in £.,-
norm of VF'(q) when a single point « in the sample of size
n drawn from P is changed to another one z’.

Theorem 2. The gradient of the softmax approximation F
. 2;m"2
s

2 e
is = maxe[m] | i|5-sensitive.

Proof. For M(q)) and M'(q)) differing only by point z
and z’ in P, we have:
272

<—.

1
IM(q) -M'(q)]2 = H*[MT -a'2"T]
n 2 n

Note that we have F'(q) = f(M(q)). Thus, the gradient of
F can be expressed as follows:

VF(q) = -[{(Vf(M(a)), Mi)]ie[m]-
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Thus, the sensitivity of the gradient of F' can be bounded as
follows:

max [{V.f(M(q)) - V.f(M'(0)), M)
< e [vf(M(q)) = VFM'(@)) ] (1) M (o)
< Ml_em[%ﬁ IM(a) = M (@) (o) | Mi [ (o)

= pmax [M(q) - M) | |Mil,

212 2

< —— max|z3,
n  ie[m]

where the first inequality holds by Holder’s inequality, the

second by the p-smoothness of f, and the third by the defi-

nition of |- || (o). This completes the proof. O

Note that the softmax function f is known to be convex
[BV14]. Since M(q) is an affine function of q and that
composition with affine functions preserves convexity, this
shows that F' is also a convex function. The following
further shows that F' is max;e[,,)| «;|3-Lipschitz.

Theorem 3. For any q € A,,, the gradient of I is bounded
as follows: |[VF(q) e < MaxXe[n] [:]|3.

The proof is given in Appendix C.1. In view of
the expression of the weighted discrepancy dis(P,q) =
max{Amax(M(q)), Amax(-M(q))}, the smooth approx-
imation F'(q) of the maximum eigenvalue of M(q) leads
immediately to a smooth approximation F(q) = f(M(q))
of dis(?, q), with

M(q) - [Méq) _hf(q)].

Thus, F inherits the key properties of F' gathered in the
following corollary.

Corollary 1. The following properties holds for F:

log(2min{m+n,d})

1. F is convex and is a uniform m

approximation of q — dis(P, q).
2. Fis p(maxe(m) | @:]3)-smooth for | - | .
3 |VF|e is 2’:%2 max;e[m] |2 Hg—sensitive.
4. for any q € A, |[VF(q) oo < maxsemy i3
The proof is given in Appendix C.2. In Appendix C.3, we
also present and analyze a p-norm smooth approximation
of the discrepancy. This approximation can be used to de-

sign private adaptation algorithms with a relative deviation
guarantee that can be more favorable in some contexts.

S PRIVATE ADAPTATION ALGORITHM
VIA NON-CONVEX OPTIMIZATION

Here, we describe a novel private domain adaptation algo-
rithm for regression problems. Our algorithm is based on

a single-stage approach that consists of directly optimizing
an objective function based on the learning bound (1).

Let FT(q), q € A,,, denote the smooth approximation dis-
cussed in Section 4.2, where the additional subscript 7" is
used to emphasize the dependence on the private dataset
T. Then, by Lemma 1 and the results of Section 4.2, the
following objective function is a smooth approximation of
the first two terms of the learning bound (1):

Lo(@,w) & 3 a((w, ) - ui)? + 10%Fr(a).

This is a non-convex function of (q,w) and no tractable
method is known for finding a global minimizer. Instead, our
algorithm returns an approximate stationary point, which is
the most reasonable alternative.

Note that, as shown in Section 4.2, L1(q, w) is smooth in
q with respect to [-||;. By definition of the squared loss,
it is also smooth in w with respect to ||-|2. These smooth-
ness properties enable us to design our private solution.
Given the approximation guarantee (3), the data-dependent
terms in the learning bound (1) can thus be approximated
by Lr(q,w). Hence, our strategy here is to find an approxi-
mate stationary point (g, @) of Ly via our private algorithm,
and then derive a learning bound in terms of L, (q, @). The
following gives a formal definition of an approximate sta-
tionary point.

Definition 1 («-approximate stationary point). Let
f:C = R be a differentiable function over a convex and
compact subset C of a normed vector space. Let o >
0. We say that uw € C is an a-approximate stationary
point of f if the stationarity gap of f at u, defined as
Gap(u) = rileacx(—vf(u), v —u) is at most a.

We first give a generic differentially-private algorithm for
approximating a stationary point of a smooth non-convex
objective fr: @xW — R, that is defined by a private dataset
T and satisfies certain smoothness and Lipschitz-continuity
conditions. Let p1,ps > 1. We assume that Q is a convex
set whose |-| ,, -diameter is bounded by Dg. We refer to Q
asa (Dq, |||, )-bounded set in that case. Similarly, we will
assume that W is a convex (D, |-|p,)-bounded set. We
now give formal definitions of the smoothness and Lipschitz-
continuity conditions we will be assuming.

Definition 2 (((7q, I |5, ) (Y, |-l p2 ) )-Lipschitz function).
Let g, > 0. We say that f:Q x W — R is
(sl )+ G [l ) )-Lipschitz if for any w e W,
f(-,w) is yq-Lipschitz with respect to ||-|,, over Q, and
forevery q € Q, f(q,) is yuw-Lipschitz with respect to |-|p,
over W.

Definition 3 (((1tq, |[lp1)s (ftws ||| p» ) )-smooth function).
This notion is defined analogously. We say that f is
(tar s (s Il ))-smooth iffor any w € W, f(,10)
is piq-smooth with respect to |-|,, over Q, and for every
qe Q, f(q,) is py-smooth with respect to |||, over W.
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Our private algorithm (Algorithm 1) takes as input an ob-
jective fr: Q x W — R, where Q is a convex polyhedral
set with bounded ||-|;-diameter and W is a convex set with
bounded |-||o-diameter. Thus, this covers our objective func-
tion Ly as a special case.

The algorithm is comprised of a number rounds, where
in each round, two private Frank-Wolfe update steps are
performed; one for q and another for w. The privacy mecha-
nism for each is different due to the different geometries of
Q and W. We note that in the special case where fp = Lp,
there is no need to privatize the Frank-Wolfe step for w
due to the fact that such update step depends only on the
g-weighted empirical loss over the public data and the fact
that differential privacy is closed under post-processing (the
previous update step for q is carried out in a differentially
private manner).

When fr satisfies the Lipschitzness and smoothness prop-
erties defined above with respect to |-|; and |-|2, we give
formal convergence guarantees to a stationary point in terms
of a high-probability bound on the stationarity gap of the
output (see Definition 1). Despite the different geometries of
Q and W, our final bound is roughly the sum of the bounds
we would obtain if we ran two separate Frank-Wolfe algo-
rithms (one over Q and the other over W). This is mainly
due to the hybrid Lipschitzness and smoothness conditions
(with respect to ||-|; for q and with respect to |-||2 for w),
which enable us to decompose the bound on the convergence
rate effectively into two terms: one for q and one for w.

Novelty of our algorithm: Convergence to stationary
points in non-private, non-convex optimization has received
significant attention recently, see, e.g., [FLLZ18, MWCCIS,
CDHS17, NP06, GL13, ACD*19]. Our result in this sec-
tion offers two major contributions to this body of work.
First, to the best of our knowledge, our work is the first to
provide a strong convergence guarantee in scenarios where
the non-convex objective is defined over a product of do-
mains with different £, geometries. Second, we do this
while guaranteeing differentially privacy.

Theorem 4. Algorithm 1 is (g,0)-differentially private.
Suppose fr:Q x W — R is ((7q, 1), (Y, [-]2))-

Lipschitz and ((pq, |-]1); (fw, |-]2))-smooth.  Assume
further that for all q € Q, and w,w' € W,
IVqfr(a,w) = Vofr(a,w) e < Yquwlw —w|a.  Then,

for any 8 € (0,1), there exists a choice of K and p such
that, with probability at least 1 — (3, the stationarity gap of
the output @, Gapy, (G, @), is upper bounded by

5\j D(og log( fg,é) + D00,

where

dlog(lez?Uﬁ)),

D= \/(Dq'yq + DoY) (D2 1q + D2 fiy + 2790 Dq D ),

Algorithm 1 Private Frank-Wolfe for approximating sta-
tionary points of fr: Q@ x W - R

Require: Private dataset: T' = (z1,...,2,) € Z", privacy
parameters (e, d), a convex (Dy, |-|1)-bounded polyhe-
dral set: @ c R™ with J vertices V = (v1,...,v5),
a convex (D, ||2)-bounded set W c RY, a func-
tion fr(q,w), q € Q,w € W (defined via the
dataset T'), bound on the global ||-|c-sensitivity of
Vofr(q,w) : 74 > 0, bound on the global |-|2-
sensitivity of Vo, fr(q,w) : 7, > 0, step size: 1, num-

ber of iterations: K.
47q\/2K log(})

1: Setoq := -
2: Setoy, = drwy2ilos(s) VQIEﬂog(%).
3: Choose arbitrarily (q°, w®) € Q x W.
4: fork=0to K —1do
5: Vg = Vafr(a®,wh).
6:  Draw (bF : v € V) independently ~ Lap(og).
7: vF = argmin{ (VE, v) + bF |
g vey {( q ) }

: quc = —((Vﬁ,vf—qk)+b’5).
9:  qgftli=(1-n)g*+ nvf.
10 VE =V, fr(g®, wh).
11: V¥ :=vk +g* where g¥ ~ N(0,021,).
12: b = argmin(VE  u).
ueWw
13: GF = (VP ub —wh).
14: wh = (1 -n)w* +nuk.

15: end for

16: return (G, @) = (q* ,w"), where k* =
argmin(G’qC +Gk).
ke[ K]

02 =% and o = ”—;’( (where 04,0, are as given in

steps 1 and 2 of Algorithm 1).

The proof of Theorem 4 is given in Appendix D.1. We
note that our adaptation objective L (q, w) satisfies all the
conditions in Theorem 4.

Instantiating Algorithm 1 with L, (q,w): Our objective
function Lp(q,w) = X7 qil(hw(x),y:) + 4A*Fr(q)
(where £(hy(2;),v:) = ((w, 2;) — y;)? is the squared loss)
is an instance of f7 in Theorem 4. Recall that we assume
W c B4(A), X c Bd(r), and Y c [-Y,+Y] for some
Y > 0. Also, recall that we denote the maximum norm of
the feature vectors in the public dataset, m[a)i |2, by 7.
€lm

First, note that Q in Algorithm 1 is instantiated with the
simplex A,,, thus V is {ey,...,e,,}. Second, since the pri-
vate dataset 7" only appears in Frp, note that V., Ly (q, w)
does not involve T'. Thus, o, in Algorithm 1 can be
set to zero. That is, we do not need to privatize the
Frank-Wolfe steps over w. Third, note that the global
|| - | co-sensitivity of VqLr(q,w), 7q, is the same as that of
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4A2VqF, which follows from Corollary 1 (Part 3), namely,
2 2.2
Tq = SA%, where p is the approximation parameter

of the soft-max and 7 = m[auiH:z:Z |2. Fourth, note that
€E|m

Lr() is (a1 (s, [-]2) )-Lipschitz, where 7 =
(A7 +Y)? +4A?72, which follows from |VqL7(q, w)| e <
m[aﬁ O(hw (1), i) + 402 | V4 F(q) | oo together with Corol-
€Em

lary 1 (Part 4), and ., = 2(A#+Y)#, which follows directly
from the |-||2-bound on the gradient of the squared loss

over BY(A). Moreover, Ly (-,-) is ((s1q; ||1), (ttw, |2 )-

smooth, where yq = 4A%u#*, which follows from the
fact that the smoothness of L1 with respect to q is given
by the smoothness of 4A2FT, which follows from Corol-
lary 1 (Part 2), and p,, = 72, which follows from the
fact that the squared loss ¢(hy(z),y) is |z[3-smooth
with respect to |-|2. Additionally, the condition on
|VqLr(q,w) — VqLr(q,w")|e in Theorem 4 is satis-
fied in our case with vq. = 27(A7 +Y'), which fol-
lows from the fact that |VqL7(q,w) — VqLr(q,w")|e =
Maxerm]|[€(huw (), yi) = £(hw (), ys)| together with the
Lipschitzness property of the squared loss over B(A). Fi-
nally, note that Dg = 2 and D,, = 2A.

As aresult, we immediately obtain the following corollary.
Corollary 2. Let Lr(q,w) = Y7 qi((w, ;) — v;)? +
4AN?Fr(q) be the input objective to Algorithm 1. Let
B € (0,1). Then, there exists a choice of K and n such that,
with probability at least 1 — 3, the output of the algorithm
is an approximate stationary point of L1 with stationarity
gap upper bounded as follows:

En

- M3/4
GapLT(a, ’lj]\) < O(\/_)

Here, O(-) hides poly-logarithmic factors in m.

In view of that, the learning bound (1) implies that with
probability > 1 — 23 over the choice of the public and pri-
vate datasets and the algorithm’s internal randomness, the
expected loss of the predictor hg (defined by the output @)
with respect to the target domain is bounded as
S ( 11 ) o~
L(P,hg) <Lr(Q,@)+O| — + — | +135c(S,T).
pooN/n

Note that (G, @) is an approximate stationary point of L.
In practice, (G, @) can be an approximation of a good lo-
cal minimum of L7 as demonstrated by our experiments.
In such situations, the bound above implies a good predic-
tion accuracy for the output predictor. Note also that this
bound is given in terms of the softmax approximation pa-
rameter 4. In general, this parameter should be treated as
a hyperparameter and tuned appropriately to minimize the
above bound. One reasonable choice of y can be obtained
by balancing the bound on the stationarity gap with the er-
ror term log(m + n)/p due to the softmax approximation.

The corresponding value of the parameter is then given by
p=0((en)?").

6 TWO-STAGE PRIVATE ADAPTATION
ALGORITHMS

Here, we discuss a two-stage approach to private adapta-
tion that consists of first privately obtaining q that (approxi-
mately) minimizes the empirical discrepancy and next fixing
q to that value and minimizing the empirical g-weighted
loss over h € HH{. In the absence of privacy constraints, this
coincides with the algorithm of [CM14], which has been
shown to both benefit from the theoretical guarantees and to
outperform all other baselines.

We give here two private algorithms based on that two-
stage paradigm. More specifically, the first stage consists of
privately finding an approximate minimizer q € A, for an
{5-regularized version of the discrepancy:

. Ay 2
min [M(q) 2 + 5 lal3 )

The second stage simply consists of fixing the solution g
obtained in the first stage and seeking h € J{ that minimizes
the g-weighted empirical loss:

i lg yLi )y Yi )y 6
w$§?A>;q ((w, z:),yi) (6)

where BY(A) is the Euclidean ball in R of radius A. Equiv-
alently, we can define an /y-regularized version of the
weighted empirical loss and minimize it over R?; namely,
solve min,ega 7y il ((w, ), y:) + A|w|? where X > 0
is a hyperparameter. Regularization in the first stage is done
to ensure that the resulting weights q are not too sparse since
sparse solutions can lead to poor output model in the second
stage of the adaptation algorithm.

In the second stage, no private data is involved. Thus, in this
section, we focus on private algorithms for the first stage.
We give two private algorithms for that discrepancy min-
imization stage. Our private algorithms seek to minimize
an {y-regularized version of the smooth approximation of
the discrepancy, F, discussed in Section 4.2. To emphasize
its dependence on the private unlabeled dataset 7', we will
use the notation F7. Thus, our algorithms seek to privately
minimize the following ¢5-regularized version of ﬁT:

~ ~ A
Fp 2 Fr(q) + 5“‘1”3

As mentioned earlier, the regularization term is used to avoid
sparse solutions q that may impact the accuracy of the out-
put model in the second stage of the adaptation algorithm.
Our algorithms are based on private variants of the Frank-
Wolfe algorithm and the Mirror Descent algorithm. The
general structure of these algorithms follow known private
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constructions devised in the context of differentially private
empirical risk minimization [TGTZ15, BGN21, AFKT21].
However, we note that the guarantees of both algorithms
crucially rely on the smoothness and sensitivity properties
of the approximation proved in Section 4. Solving the opti-
mization with respect to the smooth approximation of the
discrepancy enables us to bound the sensitivity of the gra-
dients (see Theorem 2), which helps us devise private algo-
rithms for this problem.

We start with a formal description of our noisy Frank-Wolfe
algorithm (Algorithm 2), followed by a formal statement of
its guarantees.

Algorithm 2 Noisy Frank-Wolfe for minimizing (regular-
ized) smoothed discrepancy

Require: Private unlabeled dataset T = (%1, ...,%,) € X",
public unlabeled dataset Sy = (x1,. .., ) € X™, pri-
vacy parameters (&, ¢), smooth-approximation param-
eter u, regularization parameter A\, # of iterations K.

I: Letr = maxgey |z2-
2: Let 7 = maX;em] @i 2-
3: Let A, be the (m—1)-dimensional probability simplex.

he

Define F2(q) = Fir(q) + 3al3, a € Ap.
Choose an arbitrary point q; € A,,.

apr?i? /2K log(1)
Setg = ————°%~,

ne

for k =1to K do _

Compute VEXMar) = VFr(qr) + Aqg, where

V Er(qy) is computed as described in Section 4.2.

9:  Draw {bi  }ic[m] i.i.d. from Lap(o).
10:  Find jp = argmin{(e;, VF(qr)) + b1}, where
i€[m
{€i}ic[m) are the standard unit vectors in R™.

11:  Update qye1 = (1 - 7% )qx + nie;, , where g = 5.
12: end for
13: return q=qgx.

bed

® 3

Theorem 5. The Noisy Frank-Wolfe algorithm
(Algorithm 2) is (e,0)-differentially private. Let
q* € argmingea dis(P,q). Then, there exists a choice
of the parameters of Algorithm 2 such that, with high
probability over the algorithm’s internal randomness, the
output q satisfies

. = __ . D * )\ * 2 N 1
dis(P,q) <dis(P,q") + EHQ |2+O((5n)1/3)’

where O(-) is hiding a poly-logarithmic factor in m.

As shown in Theorem 5, the smoothness we created in FT
enables us to use a private variant of the Frank-Wolfe algo-
rithm, whose optimization error scales only logarithmically
with m.

Next, we give a formal description of our noisy mirror de-
scent algorithm (Algorithm 3) followed by a formal state-
ment of its guarantees.

Algorithm 3 Noisy Mirror-Descent for minimizing F{:

Require: Private unlabeled dataset T = (Z1,...,3,) € X",
public unlabeled dataset Sy = (x1,...,Tm) € X™, pri-
vacy parameters (&, d), smooth-approximation parame-
ter u, number of iterations K.

1: Letr = maxgex |z2-
2: Let 7 = maxe[] || [ 2-
3: Let A,, be the (m—1)-dimensional probability simplex.

4: Letp =1+ %
og(m)

5. Set o = /2R Ion()

. __ 2 log(m)
6: Setn = GISY) 7
7: Choose an arbitrary point q; € A,,.
8: fork=1to Kdo
9:  Compute Vi = VFr(qg) + Aqx + Zi, where Zj, ~

N(0,0%L,).

) -~ la-ax 3
10:  Update qg+1 = argqrenAlrrln {<Vk’ q- k) + ”(P‘kl)p }

11: end for
12: return G = % ZkK=1 Ak

Theorem 6. The Noisy Mirror Descent algorithm (Al-
gorithm 3) is (&,0)-differentially private. Let q* €
argmingea dis(lﬁ7 q). There exists a choice of the param-
eters of Algorithm 3 such that with high probability over the
algorithm’s randomness, the output q satisfies

- . - 1/4
dis(P.@) <dis(P.q”) + 21’13+ 0(’3—”)

Note that, compared to the guarantees of the private Frank-
Wolfe algorithm in Theorem 5, the optimization error of
the Noisy Mirror Descent algorithm (Theorem 6) exhibits a
better dependence on n at the expense of worse dependence
on m. In Appendix E, we give full proofs of these theorems.

Implication on the learning guarantee: Note that by
standard stability arguments, the minimum weighted em-
pirical loss of the second stage when training with q* is
close to the minimum weighted empirical loss when train-
ing with § when the discrepancy between g and q* is small
[MMRO9]. Theorems 5 and 6 precisely supply guaran-
tees for that closeness in discrepancy via the inequality
dis(q,q*) < dis(?,’q‘) - dis(?, q*), thereby guaranteeing
the closeness of the loss of our private predictor (output of
the second stage) to the minimum q*-weighted empirical
loss. This, together with the learning bound (1), immedi-
ately provide a bound on the expected loss of our private
predictor.
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Figure 1: Value of the spectral norm || M(q) |2 for the output
of noisy Frank-Wolfe (solid lines) and noisy Mirror descent
(dotted lines) discrepancy minimization as a function of the
number of samples from the private dataset n.

7 EMPIRICAL RESULTS

The objective of this section is to provide proof-of-concept
experiments to demonstrate that reasonable privacy guar-
antees can be achieved, when using our private domain
adaptation algorithms. We use a setting similar to that of
[CM14, Section 7.1] and demonstrate that the utility of pri-
vate adaptation degrades gracefully with increased privacy
guarantees and that the single-stage Frank-Wolfe algorithm
performs best most scenarios.

We carried out experiments with the following syn-
thetic dataset. Let d = 10 and o? = 1/(9d). We
chose P to be a spherical Gaussian centered around
(-1/7/2d,1/3/2d, . .., -1/7/2d,1/\/2d) and with variance
o2 in all directions. Let Q- be a Gaussian distribution with
mean (1/v/2d, ..., 1/v/2d) and with variance o in all di-
rections. We defined the labeling function via f(z) = z- 1 if
1-2>0,(1z-1) otherwise, where 1 = (1/V/d,...,1//d).
We chose the target distribution to be Py and the source
distribution as a mixture of Py and Q¢ with the weight of
P set to 25%. We fixed the number of source samples to
be 1,000 and varied the number of unlabeled target sam-
ples from 1,000 to 8,000. All experiments were repeated
ten times for statistical consistency. We set K = 1,000,
A = 0.001, the privacy parameter 6 = 1/8,000, and varied
€ in experiments. The standard deviations were calculated
over 10 runs in experiments.

In this setup, we first ran differentially private discrep-
ancy minimization using Algorithms 2 and 3. We plot-
ted |[M(q)||2 for different values of € in Figure 1. The
performance of the noisy Frank-Wolfe algorithm degrades
smoothly with € and improves with n. However the per-
formance of the noisy mirror decent algorithm is much
worse. This is in line with the theoretical guarantees as
m = Q(n?/?) in these experiments and noisy Frank-Wolfe
algorithm has a better convergence guarantee in this regime.
We expect mirror descent to perform better with much larger
values of n. Furthermore, observe that the noisy mirror

0.06
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Test error

0.00

—— public-only
—— private-only
—0.02{ —+— adapt-eps=inf
—— adapt-eps=16.0
—— adapt-eps=4.0

—0.04 adapt-eps=1.0

1000 2000 3000 4000 5000 6000 7000 8000
n

Figure 2: Test error as a function of the number of samples
from the private dataset n. The solid lines correspond to
the single-stage algorithm, the dotted lines to the two-stage
mirror decent algorithm, and dashed lines to the two-stage
Frank Wolfe algorithm.

descent has a high standard deviation compared to Frank-
Wolfe algorithm as the noise added in mirror descent scales
polynomially in m, whereas it scales only logarithmically
in m for the Frank-Wolfe algorithm.

We next compared our single-stage (Algorithm 1) and the
two-stage differentially private algorithms with the model
trained only with the public dataset (Figure 2). As an oracle
baseline, we also plotted the model trained with the labeled
private dataset. Note that this model uses extra information
that is not available during training and is plotted for illustra-
tion purposes only. The single-stage Frank-Wolfe algorithm
without privacy admits the same performance as the model
trained on the labeled private dataset. It performs better
than the two-stage Frank-Wolfe algorithm, however the gap
decreases as the privacy guarantee e improves. The perfor-
mance of the mirror descent algorithm without differential
privacy is similar to that of Frank-Wolfe algorithm, however
as theory indicates, the performance degrades quickly with
the privacy parameter. Similar to Figure 1, the performance
of the noisy mirror descent algorithm is much worse and
has a high standard deviation.

8 CONCLUSION

We presented new differentially private adaptation algo-
rithms with formal theoretical guarantees. Our analysis can
form the basis for the study of privacy for other related adap-
tation scenarios, including scenarios where a small amount
of (private) labeled data is also available from the target
domain and those with multiple sources. Our single-stage
private algorithm is further likely to be of independent in-
terest for private optimization of other similar objective
functions. The solutions we presented are for regression
problems, as with the non-private algorithm of [CM14]. We
leave it to future work to leverage similar ideas and tech-
niques to derive principled private adaptation algorithms
from a public source for classification problems.
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A Background on discrepancy-based generalization bounds

In this section, we briefly present some background material on discrepancy-based generalization guarantees.

The following learning bound was given by [CMMM19]: for any 3 > 0, with probably at least 1 — 3 over the draw of a
sample S ~ Q™, for any distribution q over Sy, for all i € 3, the following inequality holds:

log

m 1
L(P,h) <Y qil(h(a:),y;) +disy(P,q) + 208, (Lo H) + M Ly 7

i=1 2n

This bound is tight in the sense that for the hypothesis reaching the maximum in the definition of the Y-discrepancy, the
bound coincides with the standard Rademacher complexity bound on P [CMMM19]. The bound suggests choosing h € H
and the distribution g to minimize the right-hand side. The first term of the bound is not jointly convex with respect to h
and g. Instead, the algorithm suggested by [CM14] (see also [MMRO09]) consists of a two-stage procedure: first choose
g to minimize the g-weighted empirical discrepancy, next fix q and choose % to minimize the g-weighted empirical loss

Yty ail(h(xi), ys)-

In practice, we do not have labeled data from P or too few to be able to accurately minimize the Y-discrepancy, since
otherwise adaptation would not be even necessary and we could directly use labeled data from P for training. Instead, we
upper bound the Y-discrepancy in terms of the discrepancy dis(Px,q) and the output label-discrepancy ng¢(S,T) defined
as follows:

n3c(5,T) = min{ sup |y —ho(z)|+ sup |y- ho(fb)l}
hoett (z,y)es (z,y)eT
where T is the labeled version of T' (i.e., T is T associated with its true, hidden labels). Note that dis(P«, q) measures the
difference of the distributions on the input domain. In contrast, 14 (S, T) accounts for the difference of the output labels in
S and T'. We will assume that 74¢ (.S, T) << 1. Note that under the covariate shift assumption and separable case, we have
N3¢ (S, T ) = 0. In general, adaptation is not possible when 7g¢ (S, T ) can be large since the labels received on the training
sample can be different from the target ones.

We will say that a loss function £ is y-admissible if [¢(h(z),y) — £L(h'(x),y)| < y|h(z) - B’ (z)| for all (z,y) € X x Y and
h € H{ [CMMM19]. Note that this is a slightly weaker condition than that of y-Lipschitzness of the loss with respect to its
first argument.

Theorem 7. Let £ be a y-admissible loss. Then, the following upper bound holds:

disy (P, Q) < dis(Px,q) + 1 (supp(P),supp(Q)).

The proof is given in Appendix B. Note that the squared loss is 2 -admissible: since the function 2 ~ 22 is 2-Lipschitz
on [0,1], we have |[¢(h(z),y) - £(h' (x),y)| = M|£(h(;f1)’y) - é(hlj(é)’y)| <2M|h(x) - K/ (z)|. Thus, the learning bound (7)
can be expressed in terms of the discrepancy and the Rademacher complexity of H as follows, using the fact R, (£ o ) <
2MR,, (H) [MRT18][Prop. 11.2]:

log %

on

L(P,h) <> qil(h(z;),y;) + dis(Poc,q) +03c(S, S') + 2MR,, (H) + M
=1

In this work, we focus on the family of linear hypotheses H = {z — w - x: Jw| < A} and we assume that the support of Py is

included in the ¢5 ball of radius r. Thus, the Rademacher complexity can be explicitly upper bounded as: R, (H) <1/ %
[MRT18].
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B Discrepancy analysis and bounds

Theorem 7. Let £ be a y-admissible loss. Then, the following upper bound holds:
disy (P, Q) < dis(Px,q) + v nac(supp(P), supp(Q)).

Proof. For any hypothesis hq in JH, we can write

disy (P,q) = sup

E [((h(z).y)] - iqx(h £),1)

hed |(z,y)~P
< sup | E [E(h(a:) ho(z) ]—; qif(h(%’)’ho(%))‘
cm| B (0001 B [0 )]
hed | (z,y)~P z~P
+ 2352 iq%(h(wiL ho(x;)) - i%f(h(%)viyi)
<dis(Px,q)+v E _[ly-ho(x)|] +72qzlyz ho ()|

lﬂay)"‘ =1

SdiS(’USx,q)ﬂ{ sup [y —ho(z)|+  sup Aly—ho(w)l}

(z,y)esupp(P) (z,y)esupp(Q)

= dis(Px, ) + v (supp(P), supp(2)),
which completes the proof.

Lemma 1 ((MMRO09, CM14]). For any distribution q over S« the following equality holds:

dis(P, q) = 4A%[M(a)|
= 4A2 max{Amax(M(Q)), )\max(_M(q))}a

where M(q) = Mo — 377 ¢:M; and where Mgy = Y, oy @x(:ﬁ)x:ﬂ, and M; = z;x], i € [m].

Proof.
ais(Pa) = mmas B ([[(w =)o)~ E [[(w-w) .xﬂ‘
= i, | 2 [P@) -a@]itw - w) o]
= max | 22 [P(@) - a(@)]lu- o
- 40 max [MO—Z% ]

= 472 max|uTM(q)u|
= 4A? inﬁnﬂuTM(q)ld

= 4A? max{ Anax (M(0)), Amax(-M(a)) }.

This completes the proof.
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C Smooth approximations

C.1 Softmax approximation

Proposition 1. Assume that f is y-smooth with respect to || - |2, then F is 'y(maxZe NEAE ) smooth with respect to | - | 1.

Proof. For any q,q’ € A(m), the following upper bound on the spectral norm of M(q) - M(q’) holds:

IM(q) - M(q")]2 = Z SCOEE ®)
i=1 2
< 2l - difa],
<la-4d'l, max”:z: x; H (Holder’s ineq.)
SRR m[a%HxZHQ (x;2] admits a single non-zero eigenvalue, HxZH;)
We have F'(q) = f(M(q)), thus the gradient of F' can be expressed as follows:
VF(q) = _[<vf(M(q))aMz>:|LE[m]
Thus, for any q,q" € A(m), we have:
[VF(q) - VF(q')]e = e (Vf(M(a)) - Vf(M(q")), M)
< max [Vf(M(a)) = VM) 1) M| (o) (Holder’s ineq.)
< 7 max IM(a) = M(a) (o) M (oo (y-smoothness of f)
=7 max IM(a) - M(q") ]| Ml (definition of | (o))
’ 2 2 . .
vl la =o', ol 2ol (nequalit (5)
ie[m] ie[m]
4 /
(el o1
i€[m]
This completes the proof. O

We will use the following bound for the Hessian of f.

Lemma 2 ([Nes07]). The following upper bound holds for the Hessian of f for any two symmetric matrices M, U € Sy
(v2F(M) U, U) < U3,

where ||U||y = |A(U)| o denotes the spectral norm of U.

Theorem 1. The softmax approximation F is p(maxe[,n)| ;|3 )-smooth for || - | 1.

Proof. In view of Lemma 2, f is || - |2-p-smooth. The result thus follows by Proposition 1. O

2 /u

Theorem 2. The gradient of the softmax approximation F is MaX;erm] | H2 -sensitive.

Proof. For M(q)) and M'(q)) differing only by point z and 2’ in Py, we have:

2
. )

! 1 A
IM(q)-M'(q)]2 = H—[o::rT -2’z T]
n 2 n
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Thus, following the proof of Proposition 1, the sensitivity is bounded by

max (Vf(M(q)) - Vf(M'(a)), M;)| < max 1Vf(M(q)) = V(M (9)) ] (1) IMi] (o) (Hélder’s ineq.)
< prmax [M(a) = M(d) (o) IMi [ () (-smoothness of f)
= pmax [M(q) = M(a")| M, (definition of | - [ (o))
< 2y’ max ;3.
nielm]
This completes the proof. O

Proposition 2. The following inequality holds for the spectral norm of the Hessian of F':

m

i=1

[V2Fl2 < 1

su[zwé]-
=1

2

Proof. The second-partial derivatives of F'(q) can be expressed as follows:

028 0
- (L9 rM(q)), M,
o (aqjvﬂ @), >

= +(V2f(M(q)) ijMi>'

Thus, using the shorthand M = > XM, for any X € R™, we can write:

d
X'VIFX = Y X X;(V?f(M(q)) M;, M;)
=1
d d
- (roan (53, ) (£ xm )
j=1 i=1
= (V2 (M(q)) (M), (M))
< M]3 (Lemma 2)
m 2
:u( > Xwx] )
=1 2
m 2
:/L(Fga§ z:)(;uTxiqu/) (def. of spectral norm)
= z;l )
| S
ulsl]i=1

2

<p FFXHX”\ ‘ Z(uTxi)Q) (Cauchy-Schwarz ineq.)
u|<1 im1
2
m
| 1| mae 32
[ul<1:7

< 2
> wixg|| X[
i=1

2

This completes the proof. O

Theorem 3. For any q € Ay, the gradient of F is bounded as follows: |VF(q) e < max;e[m)|z:]3.
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Proof. By inequality (4), for any i € [m], we have

{exp(uM(q)), M;)
[VF(a)];| = Tr(exp(uM(q)))
_ o] exp(uM(q));
Tr(exp(M(q)))
max|,|,-1 u" exp(uM(q))u
Tr(exp(uM(q)))
2 Amax (exp(pM(q)))
® Tr(exp(uM(q)))

This completes the proof. O

IA

i3

= [l < Jlai 3.

C.2 Properties of F

Corollary 1. The following properties holds for F:

= . . . log(2 mi +n,d
1. F is convex and is a uniform M

-approximation of q — dis(P,q).

2. Fis u(maxie[m] HxiH%)-smootthr -1l

3. |VE| o is 2pur? max;e(, |2 |-sensitive.
) [m] 2

n

4. forany qe A,

VE(Q) oo < maxemy i 3-

}:roof. The;\r’esults follow directly El}e definition of F' and Theorems 1, 2, 3 and the discussion above. In particular, since
F(q) = f(M(q)), the gradient of F' can be expressed as follows in terms of f:
VF(q) = —(vf(M(q)),diag(M;, -M,)).

Thus, for any i € [m], we have:

(exp(uM(q)), diag(M;, -M;,))
Tr(exp(uM(Q)))

[VF (q)]i =T
In particular, we can write:

[VE(a)],|
__zi[exp(uM(q)) — exp(-pM(q))]z;
Tr(exp(uM(q))) + Tr(exp(-uM(q)))
< x| max u'[exp(uM(q)) - exp(-puM(q))]u
Julz=1] Tr(exp(1M(q))) + Tr(exp(-1M(q)))
< o2 Amax (exp(uM(q))) + Amax (exp(-pM(q)))
Tr(exp(u#M(q))) + Tr(exp(-uM(q)))

< Jil.

This completes the proof.

In the following, we further give explicit proofs of some of these statements.

Proposition 3. Assume that f is v-smooth with respect to || -

o, then F is 'y(maxie[m] |z H%)—smooth with respect to || - | 1.
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Proof. For any q,q’ € A(m), the following upper bound on the spectral norm of M(q) — M(q’) holds:

IM(q) - M(q") ]2 = |diag(M(q) - M(q"), ~[diag(M(q) - M(q"))]]2 (10)
= [M(a) - M(q") 2 (1)
= 11> (qi —a))xix] (12)
=1 2
m , T
< Y lai - qil|iz] H2
i=1
<la-4d'|, max”xm}”Q (Holder’s ineq.)
i€e[m]
=la-4d'|, m[a>§|\xz|@ (x;z] admits a single non-zero eigenvalue, H:cZHg)
1€lm
We have F'(q) = f(M(q)), thus the gradient of F' can be expressed as follows:
VF(q) = -[(Vf(M()), Mi)]icim)-
Thus, for any q,q" € A(m), we have:
IVE(a) - VE(q") ] = max (v (M(a)) - VF(M(q")), diag(M;, -M,))|
< max | 77 (V(@) - ¥ (V)] | iog(M;. -M)] (Holder's ineq.)

< 721[?”)% ||M(q) -M(q") ”(oo) 1ML H(oo)

= ymax |M(q) - M(q") || M;],
ie[m]

/ 2 2
mmax{q g ||1max|xi2}|xi|2
i€[m] i€[m]

4 ’
= V(maX|fC¢|2)q -9
i€[m]

This completes the proof.

Proof. For M(q)) and M'(q)) differing only by point z and 2’ in Py, we have:

IM(q) - M'(q) 2 = |[M(q) - M'(q)|2

2r?
< —.
2 n

1
— Hi[me _ :E,x/T]
n

Thus, following the proof of Proposition 3, the sensitivity is bounded by
max [(Vf(M(q)) - Vf(M'(q)), diag(M;, -M,))|
< masx |7 F(M()) - V(M (@) | [dine (M. -M) | o
< pmax [M(a) = M(@) | ooy Ml o

= pmax [M(@) - M(@) |, | M),

2ur?
<

max [z | 2.
n iem] "2

This completes the proof.

(y-smoothness of f)

(definition of | - | (s))

(inequality (10))

13)

(14)

(Holder’s ineq.)
(p-smoothness of f)

(definition of | - | (o))
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C.3 p-norm approximation

Here, we described an alternative approximation for which we also prove smoothness and gradient sensitivity guarantees.
This approximation can be used to design private adaptation algorithms with a relative deviation guarantee that can be more
favorable in some contexts, since, as we shall see, the approximation guarantee is modulo a multiplicative term. Unless the
softmax approximation, however, here we approximate the square of the norm-2 of the matrix.

A smooth approximation of |[M(q) H; = H)\(M(q)) Hi can be defined as follows:

P
)

1 d
G(q) = Ti[M(q)™]" = [Z Ai(M(q))Q”]
i=1
for p sufficiently large. The following inequalities hold for this approximation:

IA(M(a))[7. < G(q) < [rank(M(a))]* |A(M(q))]

The gradient of the smooth approximation is given for all i € [1,m] by:

2

oo’

[VG(M())]; = -2(M*"" (a), M;) Te{M* (q)]7 " (15)
We can write G(q) = g(M(q)) where g is defined for all M € S, by
9(M) = Tr[M 7 - (M1

The following result provides the desired smoothness result needed for G, which we prove by using the smoothness property
of g.

Theorem 8. The p-norm approximation function G is (2p — 1) (maxie[m] |2 ||§)-sm00thf0r -1l

The proof is given in Appendix C.3. Next, we present a sensitivity bounds for G.

Theorem 9. Assume that the support of P is included in the {5 ball of radius r. Then, the gradient of the p-norm

2(2p-1)r>
n

— . 2 .
approximation G is MmaXe[m)| i -sensitive.

The proof is given in Appendix C.3.

Proposition 4. Assume that g is y-smooth with respect to the norm | - | (2p):
VM, M’ €Sq, [Vg(M) - Vg(M)| ) <7[Vg(M) = Vg(M')| (2p),

with % + % =1. Then, G is ’y(maxie[m] HxiH%)—smooth:
4
¥q,q'eR?, [VG(q) - VG(Q)]e < V(Z_rg[%h?i |2)|q -q'[1.

Proof. The proof is similar to that of Proposition 1. For any q,q’ € A(m), the following upper bound on the norm-(2p) of
M(q) - M(q") holds:

m
IM(q) - M(q")ll(2p) = || 2 (i — ai)wiz] (16)
i=1 (2p)
< z:zl|ql - q;|||:IJZ£L'IH(2p)
<lla-4d'|; gl[%”a:i@”@p) (Holder’s ineq.)
=la-d'[, gl[%ﬂxzﬂg (x;z] admits a single non-zero eigenvalue, HCCZHE)

We have G(q) = g(IM(q)), thus the gradient of G can be expressed as follows:

VG(q) = -[(Vg(M(a)), Mi) lie[m)-
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Thus, for any q,q" € A(m), we have:

[vG(M(a)) - VG(M(q')) oo = ma (Vg(M(a)) - Vg(M(q")), M)

< max [ vg(M(a)) - Vg(M(a) ) Ml (o) (Holder’s ineq.)

<y max [M(q) - M(Q") [ 2y M [ 2 (y-smoothness of f)
! 2 2 . .

<l o=, sl 3 (nequality (16)

4 ’
- (maal)la- o1,
This completes the proof. O

We will use the following bound for the Hessian of g.

Lemma 3 ([Nes07]). The following upper bound holds for the Hessian of f for any two symmetric matrices M, U € Sy
2
(v9(M) U, U) < (2p - 1)|A(U)]3,,
where |A(U) |3, = (Tx[U])".
Theorem 8. The p-norm approximation function G is (2p — 1)(max;e[m) | %:]3)-smooth for | - | .

Proof. Inview of Lemma 3, g is || - |(2p)-(2p — 1)-smooth. The result thus follows by Proposition 4. O

Theorem 9. Assume that the support of P is included in the {5 ball of radius r. Then, the gradient of the p-norm

2(2p-1)r>
n

o . 2 .
approximation G is MaX,e[m] | s |5-sensitive.

Proof. For M(q)) and M'(q)) differing only by point 2 and 2 in Py, we have:

/ 1 T 7T 27‘2
IM(@) - M@z = | [eo” 2’| <2, a7
n 2 n
Thus, following the proof of Proposition 4, the sensitivity is bounded by
max |(Vg(M(a)) - Vg(M'(q)), Mi;)| < max |vg(M(a)) - V(M (@) ¢y M| 3 (Holder’s ineq.)
< (2p-1) max [M(q) = M(a)] (2 Ml (2, (y-smoothness of f)
2(2p - 1)r?
< 2= max||z; Hg (inequality (17))
n i€[m]
This completes the proof. O

Proposition 5. The following inequality holds for the spectral norm of the Hessian of F':
|v2G2 < (2p - 1)|:Z|xi|%:|'
i=1

Proof. As in the proof of Proposition 2, we have:

e =~ I (M@ M = (7M@) M M)
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Thus, using the shorthand M = > XM, for any X € R™, we can write:

d
X'VGX = Y X;X;(v(M(a)) M, M;)

- (o (53, ) (£ xn))
= (V2 (M(a)) (M), (M))
<(2p-1) ||MH%2P) (Lemma 3)

2
(210))
= (2p— 1)(TI‘(|:§:XZ$1£L‘ZT:| p))p

. 2
<(2p- 1)(2 |X1|HxlzzT ”(Qp))
i=1

=(2p—1)(

m

T
Z mez
i=1

< (2p=DIXI3 Y[,

L 2
- @p- DIXIE Sl

i=1

This completes the proof.
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D Proofs of Section 5

D.1 Proof of Theorem 4

Theorem 4. Algorithm 1 is (e,0)-differentially private. Suppose fr:Q x W — R is ((7q, [-]1), (Vs []2))-
Lipschitz and ((pq, |I-[1), (tw, |-l2))-smooth.  Assume  further that for all q € Q, and w,w" € W,
[Vqfr(a,w) = Vafr(d,w")|e < Yquwlw —w'|2. Then, for any B € (0, 1), there exists a choice of K and u such that, with
probability at least 1 — 3, the stationarity gap of the output @, Gap . (q, W), is upper bounded by

5\J D(ag log(g—‘é) + Dy,09 dlog( ’aoﬁ))

where

D = \/(Dg¥q + DuYuo) (D3t + D2 s + 29,0 Dg D),

Ow

ando =

\ﬁ’ (where 0q, 0w are as given in steps 1 and 2 of Algorithm 1).

The statement holds with the following choice of K and u:

K- V2D )- \J 2(DgYq + Dutuw)
/ A D2pug + D2 iy, + 27q.0Dq D ) K’
ag log( agé) + Dy,09 dlog(iDuﬁgjﬁ) ( qHq wht Ta, )

where D = \/(DqYq + DY) (D24iq + D2 i + 2740 Dq Do) 0 = \[/’% and 00 = = 2% (where 0q, 0, are as given in

steps 1 and 2).

Proof. The privacy proof follows by combining the guarantees of the Report-Noisy-Min mechanism (steps 1, 7, and 8) and
the Gaussian mechanism (steps 2 and 11) together with the application of the advanced composition theorem of differential
privacy over the K rounds of the algorithm.

We now prove the convergence (stationarity gap) guarantee. By the smoothness of f, we have

fT(qk+1’wk+1)
. , o Hay k .
< fr(at, o) + (V6,05 = a") + (Vo fr(a" w ) - Vafr(at wh),a" - a*) + THja" - ot

I
< fr(a®, W) + (VE a1 = qF) + g w0 = 0o g" T - oMy + ?“”q’“l -q"|3
I
< fr(a®,wh) +(vg, 0" =)+ (Vi 0t - ) gttt - wb ol -+ THat - af|
+ Bt -3

< fr(a®, wh) + p(vE vk - qF) + n(VE, uk - wF) +9q.wn* De Dy, +

n?pq D2 , MDDy
2 2

k Sk k

2 2 2 2
~ . N ueDg  n?*pwD
< fr(a®, wh) + n(VE oF = qF) (T b —wh) +p(VE - TE ul - wh) + 4w Dy Dy + —— 2 +

2 2

Define v £ argmin(V?¥, v) and o 2 (V}, v} —vF). Also, define uf = argmin(V% , u). Hence, noting that (V%,, u}, —w*) <
veV uew

(VE, u¥ —w*) (which follows from the definition of u* in Step 12 in Algorithm 1), the bound on f7(q*!,w**1) above

wr
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can be further upper bounded as

fr(a®, wh) +n(VEof = ") + (Vi uf —w") + (VE =Vl uy, - w*) ]+ 9q.01° Dg Dy
2 D2 2
L THaDq +nuwa
2 2
<fr(a®,w") +n(vE vk = q") + n[(Vh, ul - w*) + (V5 - Vh ub —wh) + (V5 - Vi ul, - w*)]
0’ pq D} N p1, D2,
2 2
Sf'l"(quwk) + U(anvq - k) + +7][(vﬁnuf - wk) + <§ﬁ; - meu{f - ufv)] + 7q,w772Dqu
2 D2 2
L THalq +nuwa
2 2
<fr(a® w®) + (Ve vf = qF) + o]+ n[(VE, ul - w*) + (V5 - V5 uf —ul) ]+ 7q,0m° DeDu
2 2
L THaDg P p D,
2 2
<fr(a®, w®) + (Ve vl - a") + (Vi ul = w®) ]+ na* + Dy |V - Vi |2 + Yq,0n° DgDuw
2 D2 ) 2
L THalq * 1w Dy,
2 2

+ '7q,w772Dqu

Note (V’g, oF —gF) + (VE uF —wh) = - Gapy, (g¥,w"). Moreover, with standard bounds on then tail of Laplacian and
Gaussian random variables, with probability at least 1 — 3, for all k € [K], a* < oqlog(2JK/3) and |VE - VE |5 <
owy/dlog(2K//3). We will condition on this event for the rest of the proof. Hence, the bound becomes:

1”1 D} L DY

2JK 2K
fr(q®, wh) - nGapy, (a*, w®) + N0yq log(T) + Doy dlog(?) + ’yq7w772Dqu +

2 2
Rearranging terms, and then averaging over k € [ K], we get

fr(@®, w®) = fr(g™*t wh*) pgD? uwDQ

- Z Gapr(q wh) < K + 0| vqwDqDw + —— 5 5 (18)
2JK 2K
+ O'q log(T) + Dwgw dlog( /8 )
DyYq + DY MqDa + HwD?U
< ———— wDqDy + —————— 19
nk T Ya.wa 9 (19)
2JK 2K
+ \/?[02 log(—ﬁ ) + Dy, dlog( 5 )] (20)

Optimizing this bound in 1 and K results in the settings of K and 7 in the theorem statement. Substituting with these
settings and simplifying, we get that the average gap is upper bounded by A/2, where A is the bound in the theorem; namely,

A:5\’D(Uglog(f§{3)+Dw08; dlog( 005))

Now, to conclude the proof, we show that Gap, (q, @) < % Ziil Gapy,. (g, w"*) + A/2. By the definition of G, @ and
using a similar analysis as above (and using the tail bounds on the Gaussian and Laplace r.v.s as before), observe that
Gapy, (g, @) can be upper bounded as

*

Gapr(’d,@) = Gapr(qk 7wk )

2JK 2K
< 1 D log| —
< kril[ll? Gapy,. (", w )+orq og( 5 )+ wOwh | d og( 5 )

]
K
< Ve Z Gapr(qk,wk) +VK [02 log(%) + Dol dlog(Q;{)].
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Observe that the term /K [U log( 27K 4 D0 /dlog( ZK )] above is the last term in (20). Hence, by substituting with
the values of K and 7, we can show that this term is upper bounded by A/2. This leads to the following:

K
Gapy, (G, ) < — Z Gapy, (a°,w®) + A/2,
which completes the proof. O

D.2  Proof of Corollary 2
Corollary 2. Let L7(q,w) = X7 q;((w, ;) — v;)? + 4A2Fr(q) be the input objective to Algorithm 1. Let § € (0,1).

Then, there exists a choice of K and 1 such that, with probability at least 1 — 3, the output of the algorithm is an approximate
stationary point of Lt with stationarity gap upper bounded as follows:

3/4
GapLT (q’w) < O( \/%)

Here, 5() hides poly-logarithmic factors in m.

Given Theorem 4, the stationarity gap is more precisely bounded as

32(1 + 2uf2) (Af)%r\/(Af +Y)log(™2) log (1/0)
Ven ’

Gapp, (q,@) <

when we choose K and 7 as follows:

en(A7 +Y)\/1 + 2ui2 V2(A7 +Y)
— ’r) = R — .
4Arr2u log( ) log(3) APN/(1+2p72) K
Thus, the learning bound (1) implies that with probability > 1 — 23 over the choice of the public and private datasets and the

algorithm’s internal randomness, the expected loss of the predictor hg (defined by the output @) with respect to the target
domain is bounded as follows:

21 IAF(Ar +Y)2 log & _
L(P,he) <L (G, @) + Og(;’””M ’”(;{ ) +(Ar+Y)2\‘ Qnﬁ’mg{(s,T).
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E Proofs of Section 6

E.1 Proof of Theorem 5

Theorem 5. The Noisy Frank-Wolfe algorithm (Algorithm 2) is (¢, 0 )-differentially private. Let q* € argmingen dis(P,q).
Then, there exists a choice of the parameters of Algorithm 2 such that, with high probability over the algorithm’s internal
randomness, the output q satisfies

s D = c D * A * (|12 Y 1
(@) sis(Po) + 16+ O e )

where O(-) is hiding a poly-logarithmic factor in m.

The above theorem follows as a corollary of the following theorem.

Theorem 10. Algorithm 2 is (e, 0)-differentially private. Let 3 € (0,1). With probability 1 — 3 over the algorithm’s
randomness (the Laplace noise), the output q satisfies

_ o a(uten)  8urt 2K log(1) log(K) log(mE)
F7(@) < min F(a) + WK+A)+ th .
qeA,, En

The proof relies on the smoothness property of F% and the sensitivity bound on V Frp (q). Using the approximation guarantee
of Iy given in Corollary 1 together with Theorem 10 above, we reach the result of Theorem 5. The discrepancy guarantee
in Theorem 5 can be more precisely stated as the following corollary of Theorem 10.

Corollary 3. Let q* € argmindis(P,q). Let § € (0,1). There exists a choice of K and i in Algorithm 2 for which the

qel,,
following holds: assuming w.Lo.g. that \ < i, with probability at least 1 — 3, the output G satisfies
N N A474/3,:2/3
as(Pa) <Py + a3+ O 2 )

where A is the |-||2-bound on the predictors in H.

Proof of Theorem 10 For the privacy guarantee of Algorithm 2, first note that the global |-|..-sensitivity of VFp (with

respect to replacing any data point in the private dataset) is the same as that of v Fr, which is bounded by % as
established in Corollary 1 (Part 3). Hence, by the setting of the scale of the Laplace noise and the privacy guarantee of

£
0)-
/8K log(1)’
differentially private. The advanced composition theorem of differential privacy [DR14] thus implies that the algorithm is
(g,9)-differentially private.

the Report-Noisy-Max mechanism [DR14, BLST10], it follows that a single iteration of Algorithm 2 is

We now prove the convergence guarantee. Let § € argmin Sy (q). First, by Corollary 1 (Part 2), Fris pit-smooth with
qelp,

respect to |-|1. Note also that %Hq |3 is A-smooth over q € A,,, with respect to ||-||;. This follows from the fact that for any
q,9" € Apy,

A A
1v(5lal) = V(5 1a'5)lee = Ala - a'leo < Ala = a'l1-

Hence, we get that the objective F3 is (u#* + \)-smooth with respect to |-|; over A,,. Thus, by standard analysis of the
Noisy Frank-Wolfe algorithm (see, e.g., [TGTZ15, BGM21]), we have

2(;”" +A) &

Z NECk,

Fr@ - Fra) <
where ay = (VER (qi), e, ) — nEm] (VF2(q), ei). By the tail properties of the Laplace distribution together with the union
€lm

r2p2\/ og(1)lo m
bound, we get that with probability > 1 — j3, for all k € [K], a, < olog(Km/f) = n 2R 1oe(s) logtKm/B) Hence,

ne
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given the setting of 7, with probability > 1 — 3, the above bound simplifies to

2uit + ) | 8ur?i?\ /2K log(5)log(K ) log(Km/B)

Fr(@) - Fp(a) < =— — :

which completes the proof.

Proof of Corollary 3. The result can be obtained with the following choices of K and u:

Ko 7473 (en)?3 e | Klog(m +n)
3r4/3 logl/?’(%) log2/3 (n) logg/?’(%) 84

E.2 Proof of Theorem 6

Next, we give an alternative private algorithm for minimizing the regularized smooth approximation of the discrepancy,
F%‘ Compared to the guarantees of the private Frank-Wolfe algorithm, the optimization error of this algorithm exhibits
a better dependence on n at the expense of worse dependence on m. In particular, the excess error with respect to the

minimum discrepancy scales as 9] ( %) (see Corollary 4). Whenm = 9] (nz/ 3 ), Algorithm 3 benefits from more favorable
generalization error guarantees than Algorithm 2.
Theorem 6. The Noisy Mirror Descent algorithm (Algorithm 3) is (g,0)-differentially private.  Let q* ¢

argmingea dis(ﬁ,q). There exists a choice of the parameters of Algorithm 3 such that with high probability over
the algorithm’s randomness, the output q satisfies

. . A " m1/4
dis(P,q) <dis(P,q*) + =|q* |2+ O .
s(P.a) <as(Pa) + Sl + O 1)

The above theorem follows as a corollary of the following theorem.
Theorem 11. Algorithm 3 is (e, 6)-differentially private. Let 8 € (0,1). If we set
(72 + \)2e2n?

B 128u274r4m log(%) log(%) '

then with probability at least 1 — 3 over the algorithm’s randomness (Gaussian noise), the output q satisfies

_ _ 46()\+f2)ur2f210g(2—m)\/mlog(%)
F(@) < min Fp(q) + - .

ENn

Using the approximation guarantee of Fi given in Corollary 1 together with Theorem 11 above, we reach the result of
Theorem 6. The discrepancy guarantee in Theorem 6 can be more precisely stated as the following corollary of Theorem 11.

Corollary 4. Let q* € arg InAin dis(?, q). Let 8 € (0,1). In Algorithm 3, set K as in Theorem 11. Then, there exists a
q6 m

choice of u such that the following holds: assuming w.l.o.g. that \ = O(7?), with probability at least 1 — 3, the output G
satisfies

PP PP Ay ~f A2rp2ml/4
(P < ais(Poa)) + S+ O T ),

Jen

where A is the ||| 2-bound on the predictors in 3.

Proof of Theorem 11 First, we show that Algorithm 3 is (e, ¢)-differentially private. Note that for any q € A,, the
|-[|2-sensitivity of VE3 can be upper bounded as [VEX(q) - VEN()]2 = [VEr(q) - VEr(q)|2 < v/m|VEr(q) -
VFr(q)] e < w, where the last inequality follows from the sensitivity bound in Corollary 1. Thus, given the setting
of the Gaussian noise in the algorithm, the privacy guarantee of the Gaussian mechanism [DKM*06, DR14] together with
the Moments Accountant technique [ACG™ 16] show the claimed privacy guarantee.
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Next, we prove the convergence guarantee. The analysis here is similar to the analysis of noisy mirror descent in

[BGN21, AFKT21]. First, it is known that ®(q) = 1212 =14 b,

(see, e.g., [NY83]). Moreover, Dg = max|®(q) - <I>(q )| < 2log(m). Note also that Fip is v = (#2 + \)-Lipschitz w.r.t -] 1,
9,9’

is 1-strongly convex with respect to ||-||;

which follows from the Lipschitz property of F (Corollary 1) and the fact that %Hq |3 is A-Lipschitz with respect to -]
over A,,. Hence, by standard analysis of (noisy) mirror descent [NY83, NJLS09], we have (letting q = argmin F%(q))

e,

m: oo & e
Fp@@) - FT(Q)—QK T+ﬁz|‘zk‘|m

2log(m A\ +72)2 K
< g( )+77( ) iZ‘ZkHzo
nkK 2 2K &

where {7} : k € [K]} are i.i.d. from N'(0,0°L,,). By a concentration argument in non-Euclidean norms [JNO8, Theorem
2.1], with probability > 1 - 3, we have &+ ¥4, [ Z,, |2, < 40 log(%3*). Hence, with probability > 1 — 3, we have

210g(m) n(\+72)? 2m
@) - Fpa) <= 5+ 2o lox()
Thus, given the setting of o (Step 5 of Algorithm 3), optimizing the bound above in 1 and K yields n = ﬁ logl((m) and

K- (F242)2e2n?
- 128u2f4r4m10g(%) log(%) :

Plugging these values in the above bound yields the claimed bound.
Proof of Corollary 4. The following is the choice of ;4 yielding the statement of the corollary:

Venlogtt(m +n)
(A+72) log(%)[mlog(%)]

/4"
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