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Abstract

Large-scale online recommendation systems
must facilitate the allocation of a limited number
of items among competing users while learning
their preferences from user feedback. As a prin-
cipled way of incorporating market constraints
and user incentives in the design, we consider our
objectives to be two-fold: maximal social wel-
fare with minimal instability. To maximize social
welfare, our proposed framework enhances the
quality of recommendations by exploring alloca-
tions that optimistically maximize the rewards.
To minimize instability, a measure of users’ in-
centives to deviate from recommended alloca-
tions, the algorithm prices the items based on
a scheme derived from the Walrasian equilibria.
Though it is known that these equilibria yield
stable prices for markets with known user pref-
erences, our approach accounts for the inherent
uncertainty in the preferences and further ensures
that the users accept their recommendations un-
der offered prices. To the best of our knowl-
edge, our approach is the first to integrate tech-
niques from combinatorial bandits, optimal re-
source allocation, and collaborative filtering to
obtain an algorithm that achieves sub-linear so-
cial welfare regret as well as sub-linear instabil-
ity. Empirical studies on synthetic and real-world
data also demonstrate the efficacy of our strategy
compared to approaches that do not fully incor-
porate all these aspects.

1 INTRODUCTION
Online recommendation systems have become an integral
part of our socioeconomic life with the rapid increases
in online services that help users discover options match-
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Figure 1: The provider interactively learns the user prefer-
ences to achieve socially optimal and stable allocations.

ing their preferences. Despite providing efficient ways to
discover information about the preferences of users, they
have played a largely complementary role in searching
and browsing with little consideration of the accompanying
markets within which items are offered to users at certain
prices. Indeed, in many real-world scenarios, the recom-
mendation of items that have associated notions of limited
capacities naturally give rise to a market setting where the
users compete for the allocation of these items.

Allocation constraints and underlying marketplaces are
common in numerous recommendation contexts such
as point-of-interest recommendation (Yelp), accommo-
dation (Airbnb, Booking.com), e-commerce (Amazon,
eBay), ride-share (Uber, Lyft), or job search (TaskRabbit,
LinkedIn). As similar systems become more ubiquitous
and impactful in the broader aspects of daily life, there is
a huge application drive and potential for delivering rec-
ommendations that respect the requirements of the market.
Therefore, it is crucial to consider market-aware recom-
mendation systems to maximize the user experience.

Main Challenges: We model user preferences as rewards
that users obtain by consuming different items, while social
welfare is the aggregate reward over the entire system com-
prising multiple users with heterogeneous preferences. The
provider, who continually recommends items to the users,
receives interactive feedback from them. The provider’s
goal is to maximize social welfare at all times while re-
specting the (time-varying) allocation constraints: indeed
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we consider system dynamics in terms of user demands and
item capacities that change with time to be an important as-
pect of our problem. In the process of identifying the best
allocation of items to target users, the provider encounters
challenges regarding two separate aspects of the problem.
The first challenge is to learn user preferences from inter-
active feedback, and the second is to find allocations and
pricing that will result in maximal social welfare within the
constraints of the market.

The first challenge of learning arises from the fact that the
provider does not have exact knowledge of the user prefer-
ences ahead of time, and hence has to learn them while
continually taking action. In order to learn user prefer-
ences efficiently, previous works have established interac-
tive recommender systems that query the users with well-
chosen recommendations (Kawale et al., 2015; Zhao et al.,
2013). Typically, these works consider a setting where a
single user arrives at each round, and the system makes
a recommendation that will match the user’s preferences.
However, this approach is no longer applicable in settings
having an associated market structure, as the simultaneous
recommendations made to different users must also respect
the constraints of the market.

This brings us to the second challenge that relates to the
allocation aspect of the problem induced by market con-
straints. Even if providing the users with their most pre-
ferred items would result in high rewards, such an alloca-
tion may not respect the constraints of the market in gen-
eral. Therefore, to achieve better outcomes, the provider
needs to take the constraints into account and only make
allocations within the limits of these constraints. However,
since the users care only to maximize their own gains, these
allocations may be at odds with the incentives of the users.

One common solution to this problem is to employ pric-
ing mechanisms. As the prices provide users with incen-
tives to change their behavior, they can be used to induce
stable outcomes in which no user has an incentive to devi-
ate from the recommended allocation. The celebrated the-
ory of competitive equilibrium introduced by Arrow (1951)
shows that stable allocation and prices can be computed
when the user preferences are fully known. However, when
the preferences are not known, it is not clear whether stabil-
ity is even achievable. In this work, we address this ques-
tion in detail and show that it is indeed possible to be stable
by learning preferences efficiently. We accomplish this by
learning the relevant user preferences efficiently and show-
ing that instability grows only sublinearly over time so as
to guarantee exact stability asymptotically.

Besides achieving stability, it is important to give users the
choice of determining whether to accept or reject their rec-
ommendation based on the prices. To this end, we assume
that a recommendation is accepted by a user only if the user
expects to obtain more reward from this recommended item

than its price. Therefore, while deciding on the prices of
items, the provider also needs to be aware of user choices
to achieve higher social welfare. To the best of our knowl-
edge, we are not aware of any prior work that introduces
price-based choice in online recommendation systems.

Interactive Learning for Allocation and Pricing (ILAP):
As depicted in Figure 1, the provider has two tasks: (1)
to learn user preferences by making recommendations that
will give rise to informative responses, (2) to find alloca-
tions and pricing that will result in maximal social welfare
with minimal instability. With these goals, we develop a
market-aware mechanism for the provider. By recommend-
ing items, the provider helps the users to narrow down their
options so that users can evaluate their preferences among
a smaller set of items. In addition, being aware of the mar-
ket structure, the provider determines the item prices that
play the role of an intermediary for stabilizing the market.

Since there exists a trade-off between maximizing social
welfare using historical data and gathering new information
to improve performance in the future, the provider encoun-
ters the well-known exploration-exploitation dilemma. In
the literature of interactive recommendations, this dilemma
is typically formulated as a multi-armed bandit problem
where each arm corresponds to the recommendation of an
item to the target user (Zhao et al., 2013; Barraza-Urbina,
2017; Wang et al., 2019). After the provider makes rec-
ommendations to the user, the user feeds their reward in-
formation back to the provider to improve future recom-
mendations. However, in contrast to these prior works, our
setting further requires that a collection of actions taken for
different users does not cause instability and respects the
constraints of the market.

Based on the standard OFU (Optimism in Face of Uncer-
tainty) principle (Dani et al., 2008; Abbasi-Yadkori, 2011),
we devise a procedure that estimates the mean reward val-
ues optimistically so as to solve the system problem of
allocation and pricing. As is standard with OFU-based
methods, our algorithm maintains a confidence set of the
mean rewards for all user-item pairs. If it has less informa-
tion about some user-item allocation pair, the confidence
set becomes larger in the corresponding direction. Then,
due to optimism, the algorithm becomes more inclined to
attempt the corresponding allocation pairs to explore and
collect more information. To reduce instability, it chooses
the prices based on the equilibrium prices resulting from
the problem with the optimistic estimation of the mean re-
wards. However, instead of directly offering these equilib-
rium prices, it reduces the prices by an amount that depends
on the current confidence of the algorithm, to ensure that
recommendations are likelier to be accepted.

To capture the correlation between the preferences of dif-
ferent users for different items, we employ latent factor
(also known as matrix factorization) models that have been
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widely applied in recommender systems (Resnick and Var-
ian, 1997; Sarwar et al., 2001; Schafer et al., 2007; Bennett
and Lanning, 2007; Koren et al., 2009). We associate each
user and item with an unknown feature vector and assume
that expected rewards can be represented through a linear
interaction of these vectors. We first consider the scenario
where the features of the items are available as contexts to
the provider and the provider only needs to learn the hid-
den information regarding the users. Then, relaxing this
assumption, we consider the case where all of the feature
vectors are unknown, which is equivalent to assuming that
the expected reward matrix is low rank.

Our Contributions

• We formulate the joint pricing and recommendation
problem for achieving socially optimal and stable alloca-
tion of items (with time-varying capacities) to users (with
time-varying demands). To our knowledge, we are the
first to consider the direct effects of pricing actions on
the performance metrics in an online learning setup.

• We model the structure of the preferences using linear la-
tent factors. Considering settings with and without con-
textual information, we propose algorithms that achieve
sublinear social welfare regret and instability bounds.

• We model users’ ability to accept or reject offers based
on their valuation of the items and the offered prices.

• For the setting where features of the items are given
as context, we obtain an algorithm that achieves
Õ((NR)1/4(nMT )3/4) social welfare regret and insta-
bility for a problem with T rounds, N users (at most n of
which are simultaneously active), M items and length-
R feature vectors. Additionally, if the users are not al-
lowed to reject the items, we show that the algorithm can
achieve Õ(

√
NMnRT ) regret and instability.

• For the more challenging setting where the provider has
no contextual information about the items, we obtain
Õ(((N +M)R)1/4(NMT )3/4) regret and instability.

Experiments: We run experiments both on synthetic and
real-world datasets to show the efficacy of the proposed al-
gorithms. We demonstrate the significance of various as-
pects of our framework by contrasting our strategy with al-
gorithms that fall short of capturing all of the components.
Results show that the proposed algorithm can obtain signif-
icant improvements over these naive approaches.

1.1 Related Work

Combinatorial Multi-Armed Bandits (CMAB): The
semi-bandits framework of Audibert et al. (2011) and the
CMAB frameworks of Chen et al. (2013) and Kveton et al.
(2015) model problems where a player chooses a subset
of arms in each round and observes random rewards from

the played arms. Since the allocations in our scenario cor-
respond to selecting a subset of user-item pairs, it shows
parallelism with these frameworks. However, the actions
of the provider in our problem are not limited to the alloca-
tion, but also include the choice of accompanying pricing.
Since the selection of prices affects social welfare and in-
stability, it adds an additional degree of complexity to the
problem of the provider, as we address in this work.

Structured Linear Bandits: The structured linear ban-
dit frameworks of Johnson et al. (2016) and Combes et al.
(2017) as well as low-rank linear bandit framework of Lu
et al. (2021) offer methods to deal with the intrinsic struc-
tures between different actions in bandit problems. How-
ever, these works only concentrate on linear reward mecha-
nisms (which would correspond to only observing the total
reward of all allocations) while our approach has the ad-
ditional ability to leverage the combinatorial nature of the
reward feedback in our problem setting.

Bandits with Knapsacks: Wu et al. (2015), Agrawal and
Devanur (2016), and Yang et al. (2020) address the prob-
lem of online allocations with constraints using primal-dual
type approaches. However, in these frameworks, the dual
variables appear only as latent variables that are introduced
to balance the trade-off between future and current alloca-
tions. On the other hand, in our problem formulation, the
prices are a part of the action taken by the platform and play
a direct role in market instability and social welfare because
the acceptance/rejection decisions are based on prices.

Bandits in Economics: Approaches based on bandits have
also been applied to other economic contexts. One recent
line of literature studies algorithms for learning socially-
optimal matching in two-sided markets without transfers or
incentives (Liu et al., 2020; Johari et al., 2021). Jagadeesan
et al. (2021) considers learning stable one-to-one matching
with transfers, but their model does not capture the effects
of transfers on whether the users accept or reject the of-
fered match. In the context of economics, bandit methods
have also been applied to dynamic pricing (Kleinberg and
Leighton, 2003), incentivizing exploration (Frazier et al.,
2014) learning under competition (Aridor et al., 2019).

Pricing Mechanisms for Stable Outcomes: In the liter-
ature of microeconomics, one of the standard approaches
to discovering optimal allocations with stable prices is
through a process called tâtonnement (groping, trial-and-
error) (Walras, 2014). During this process, each user
repeatedly submits its demand at prices chosen by the
provider while the provider successively adjusts the prices
in response to the user’s demand, so that capacity con-
straints are satisfied in equilibrium (Arrow, 1951). Since
this equilibrium ensures that the items are allocated to users
that will obtain the largest reward, it has found applications
in various contexts such as auction design (Smith, 1965) or
bandwidth allocation over networks (Kelly, 1997). How-
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ever, these mechanisms assume that the users know their
preferences for all possible items and require the users to
repeatedly report their potential demands at many different
prices. Since it might take many iterations until conver-
gence, asking the users to repeatedly respond would create
an unacceptable level of burden for them. Our approach
circumvents both of these obstacles by learning the user
preferences and making relevant recommendations.

Recommendation with Capacity Constraints: Chris-
takopoulou et al. (2017) and Makhijani et al. (2019) use
the notion of constrained resources to model and solve
the problem of recommendation with capacity constraints.
However, these works only consider optimizing the recom-
mendation accuracy subject to capacity constraints without
any consideration of the interactive learning mechanisms
that discover user preferences through recommendations.
The rotting bandit framework of Levine et al. (2017) can
also model congestion in recommendation settings by al-
lowing each arm’s reward to depend on the number of times
it was played in the past. However, their model makes rec-
ommendations to sequentially arriving users instead of con-
sidering a market that contains multiple users that simulta-
neously interact with the provider.

2 PROBLEM SETTING

We use bold font for vectors x and matrices X, and cal-
ligraphic font X for sets. For a vector x, we denote its
i-th entry by xi. For a matrix X, we denote its (i, j)-
th entry by Xij , i-th row by [X]i,: and j-th column by
[X]:,j . We denote the inner product of two matrices by
⟨A,B⟩ = trace(ATB) and the Hadamard (element-wise)
product of two matrices by A ◦ B. We denote the L2,2

(Frobenius) norm of a matrix by ∥A∥F =
√
⟨A,A⟩, and

the L2,∞ norm of a matrix by ∥A∥2,∞ = maxi ∥[A]i,:∥2.

Suppose the market consists of a set of users N of size N
and a set of items I of size M . The items are allocated to
the users in multiple rounds denoted by t ∈ N. Allocation
of an item i ∈ I to a user u ∈ N results in a random reward
that has a distribution unknown to the system provider. The
expected reward obtained from allocating item i to user u
is denoted by Θ∗

ui, and these values are collected into the
reward matrix denoted by Θ∗ ∈ RN×M .

We assume that each item has (time-varying) capacity that
corresponds to the maximum number of users it can be al-
located to. We denote the capacity of item i ∈ I at round
t by cti, and collect them into vectors ct ∈ RM . Similarly,
each user has a (time-varying) demand that corresponds to
the maximum number of different items it can get allocated.
We denote the demand of user u ∈ N at round t by dtu, and
collect them into vectors dt ∈ RN . Therefore, each item
can only be allocated to at most cti different users, while
each user can only get allocated at most dtu different types

of items in the round t. We shall call these the allocation
constraints. We also denote the set of active users at round
t by Nt := {u ∈ N : dtu > 0} and denote the maximum
number of simultaneously active users by n := maxt |Nt|.

Let Xt denote the allocation matrix for round t where the
(u, i)-th entry is one if user u is allocated item i at round
t, and zero otherwise. Due to the allocation constraints, all
Xt must belong to the set of valid allocations defined as

Xt := {X ∈ {0, 1}N×M : X1 ≤ dt and XT1 ≤ ct},

where the inequalities are entry-wise and 1 denotes the all-
ones vector of appropriate size.

2.1 Optimal and Stable Allocations

An allocation X is optimal if it maximizes the social wel-
fareW(X) := ⟨X,Θ∗⟩. Hence, if the provider had known
the mean reward matrix Θ∗, the optimal allocation X∗

t at
time t would be obtained by solving the integer program

X∗
t ∈ argmax

X∈Xt

⟨X,Θ∗⟩. (2.1)

This integer program can be relaxed to a linear program
by dropping the integral constraints (setting Xui ∈ [0, 1]).
Since the integrality gap of this relaxation is one 1, the re-
laxed problem can be used to obtain a solution for (2.1).

On the other hand, an allocation X is stable with prices p if
for each individual user, the allocated set of items offers the
maximum gains among all possible allocations. Here, gains
are measured in terms of the surplus they receive from con-
suming the allocated items at the given prices. Thus, the
notion of stability corresponds to the alignment between
the market outcome and each user’s preferences. Formally,

Definition 2.1. Let x ∈ {0, 1}M denote the allocation
made to a user and let θ∗

u = [Θ∗]u,: denote the u-th row of
the mean reward matrix. Then, the surplus of user u from
allocation x under prices p is given by

ψu(x,p) := ⟨x,θ∗
u − p⟩.

An allocation X ∈ Xt with prices p is stable if every user’s
allocation maximizes their own surplus, i.e,

xu ∈ argmax
x∈X t

u

ψu(x,p), (2.2)

for all u ∈ N , where xu = [X]u,: is the u-th row of X and
X t

u := {x ∈ {0, 1}M : 1Tx ≤ dtu} is the set of allocation
vectors that satisfy the constraints of user u at time t.

A fundamental property of this market model shows that if
the allocation and prices are set as the primal and dual opti-
mal variables of the relaxed allocation problem, the market

1The integrality gap is the maximum ratio between the optimal
values of the relaxation and integer program. (see Appendix A)
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outcome becomes stable (Walras, 2014). To see this, we
can consider the (partial) Lagrangian

L(X,p;Θ) := ⟨X,Θ⟩+ pT(ct −XT1),

where p ≥ 0 are the Lagrange multipliers associated with
the capacity constraints. Then, the corresponding dual op-
timization problem is given by minp≥0 g(p;Θ

∗) where

g(p;Θ) := max
X∈[0,1]N×M

{L(X,p;Θ)|X1 ≤ dt} (2.3)

is the dual function. Then, due to linear programming du-
ality, the primal-dual optimal variables (X∗

t ,p
∗
t ) satisfy the

stability condition given in (2.2). Therefore, if the provider
chooses the allocation X∗

t with prices p∗
t , the market out-

come is both optimum and stable. However, since the mean
reward matrix Θ∗ is unknown to the provider, it cannot di-
rectly solve the allocation and pricing problem as given.

Thus, we consider an online framework where the provider
makes sequential recommendations to users and the users
provide feedback about their recommendations so that the
provider can learn user preferences. For clarity of expo-
sition, we first present the problem without allowing the
users to reject their offers in Section 2.2 and then extend
our formulation to capture the user choices in Section 2.3.

2.2 Problem Formulation

In this section, we formulate the provider’s problem and
its objective. At each round t, the provider determines an
allocation Xt ∈ Xt along with a price vector pt ∈ RM

+ . For
convenience, we also define for each allocation Xt ∈ Xt

an equivalent set representation At ⊆ N × I such that
(u, i) ∈ At if and only if user u is allocated item i.

Since exact stability is unattainable when preferences are
unknown, we need to formalize a measure of instability that
captures how far we are from exact stability. Intuitively, the
users want to obtain the largest possible surplus under the
current condition of the market described by the prices pt.
Therefore, the level of instability under prices pt is related
to the gap between the surplus the user obtained from al-
location Xt and the maximum surplus the user could have
obtained from any allocation. For this reason, we define the
instability of a user as follows.

Definition 2.2. Given an allocation X ∈ Xt with prices
p, let xu = [X]u,: denote the allocation made to user u.
Then, the maximum surplus of user u at time t is

ψ∗
t,u(p) := max

x∈X t
u

ψu(x,p),

and the instability of user u at time t is the difference

Stu(xu,p) := ψ∗
t,u(p)− ψu(xu,p).

Remark 2.3. Since ψ∗
t,u(p) ≥ ψu(xu,p) for any xu ∈

X t
u, the instability Stu(xu,p) is always non-negative. Fur-

thermore, we see that instability Stu(xu,p) is zero for all
users u ∈ N if and only if the market outcome is (exactly)
stable according to Definition 2.1.

After the provider decides on an allocation Xt with prices
pt, it observes a random feedback Rt

ui for each user-
item pair (u, i) ∈ At that is recommended. We denote
by Ht the history {Xτ ,pτ , (R

τ
ui)(u,i)∈Aτ

}t−1
τ=1 of observa-

tions available to the provider when choosing the next al-
location Xt and prices pt. The provider employs a policy
π = {πt|t ∈ N}, which is a sequence of functions, each
mapping the history Ht to an action (Xt,pt).

The task of the provider is to repeatedly allocate the items
to the users and choose the prices such that it can achieve
two goals simultaneously: maximum social welfare and
minimum instability. To measure the performance of poli-
cies in achieving the objectives of maximum social welfare
and minimum instability, we define the following metrics:
Definition 2.4. For a policy π, its social-welfare regret in
T rounds is defined as

RSW (T, π) =

T∑
t=1

W(X∗
t )−

T∑
t=1

W(Xt),

and its instability in T rounds is defined as

RI(T, π) =

T∑
t=1

∑
u∈N
Stu(xt

u,pt),

where X∗
t ∈ argmaxX∈Xt

⟨X,Θ∗⟩ denotes optimum al-
location at time t and xt

u = [Xt]u,: is the u-th row of Xt.

2.3 Allowing Users to Accept or Reject the Offers

In this section, we model the users’ ability to accept or re-
ject the offers based on their valuations and the prices of
the offered items. When an item i is offered to user u at
price pi, we assume that the user accepts the item and the
system obtains a positive reward if and only if the user ex-
pects to get a positive surplus from this consumption, i.e.
Θ∗

ui ≥ pi. Consequently, we modify the definition of the
social welfare of an allocation X with prices p as

W(X,p) := ⟨X,Θ∗ ◦ 1{Θ∗ ≥ 1pT}⟩

and modify the definition of the surplus of user u as

ψu(x,p) := ⟨x, (θ∗
u − p) ◦ 1{θ∗

u ≥ p}⟩.

The definitions of maximum surplus and instability of each
user in Definition 2.2 as well as the definitions of social
welfare regret and instability in Definition 2.4 are also mod-
ified accordingly. Note that these modifications do not af-
fect the feedback model and the provider is assumed to ob-
serve the random feedback Rt

ui for each recommendation
pair (u, i) ∈ At regardless of their acceptance.
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3 METHODOLOGY

In order to facilitate our analysis, we start with assumptions
that are standard in the online learning literature.

Assumption 1. For all (u, i) ∈ N × I and t ∈ N, the re-
wardsRt

ui are independent and η-sub-Gaussian with mean
Θ∗

ui ∈ [0, 1], i.e., E[exp(λ(Rt
ui − Θ∗

ui))] ≤ exp(λη2/2)
almost surely for any λ.

As is common in recommendation settings, we model the
correlation between users and items through a linear latent
factor model. Each user u (item i) is associated with a fea-
ture vector fu ∈ RR (ϕi ∈ RR) in a shared R-dimensional
space (typically R≪ N,M ), and the mean reward of each
user-item allocation pair is given by a linear form.

Assumption 2. For all (u, i) ∈ N × I, and t ∈ N, the
expected reward is given by Θ∗

ui = ⟨fu,ϕi⟩ with feature
vectors satisfying ∥fu∥2 ≤ 1 and ∥ϕi∥2 ≤ 1.

In order to make use of initial historical data, we assume
that the algorithm has access to an initial estimate Θ◦ that
satisfies ∥Θ◦ − Θ∗∥F ≤ G. Note that one can also set
Θ◦ = 0 and let G be a number satisfying ∥Θ∗∥F ≤ G.

3.1 Contextual Interactive Learning for Allocation
and Pricing (CX-ILAP)

We start our analysis by considering the case where the fea-
ture vectors ϕi for the items i ∈ I are given as contextual
information, but the feature vectors f i for the users u ∈ N
are unknown. Letting Φ ∈ RM×R be the matrix with rows
ϕi, this assumption corresponds to asserting that the mean
reward matrix Θ∗ belongs to the set

F := {Θ : ∃F ∈ RN×R,Θ = FΦT, ∥F∥2,∞ ≤ 1}.

Our method, summarized in Algorithm 1, follows the stan-
dard OFU (Optimism in the Face of Uncertainty) principle
of Abbasi-Yadkori (2011). It maintains a confidence set Ct
which contains the true parameter Θ∗ with high probability
and chooses the allocation Xt according to

(Xt,Θt) ∈ argmax
(X,Θ)∈Xt×Ct

⟨X,Θ⟩. (3.1)

Then, in order to construct its pricing strategy, it computes
the optimal dual variables p̄t for the allocation problem de-
scribed by Θt, i.e., it solves the dual problem

p̄t ∈ argmin
p≥0

g(p;Θt), (3.2)

where the dual function is as defined in (2.3). Typically,
the faster the confidence set Ct shrinks, the lower regret
and instability we have. However, the main difficulty is to
construct a series of Ct that leverage the combinatorial ob-
servation model as well as the structure of the mean reward
matrix so that we have low regret bounds. In this work,

Algorithm 1 Interactive Learning for Allocation and Pricing

Require: parameters T, δ, α, γ, ν, and initial estimate Θ◦
1: for t = 1, 2, . . . , T do

▷ Find the regularized least squares estimate:
2: Θ̂t = argminΘ∈F

{
L2,t(Θ) + γ∥Θ−Θ◦∥2F

}
▷ Construct the confidence set:

3: Ct := {Θ ∈ F : ∥Θ− Θ̂t∥Et
2,∞
≤
√
ρt(δ, α, γ)}

▷ Compute the OFU allocation:
4: (Xt,Θt) ∈ argmax(X,Θ)∈Xt×Ct

⟨X,Θ⟩
▷ Compute the prices:

5: p̄t ∈ argminp≥0 g(p;Θt)
6: pt = p̄t − ν

√
wt for wt defined in (3.4)

7: Offer the allocation Xt together with prices pt

8: Observe Rt
ui for all (u, i) ∈ At

9: end for

we consider constructing confidence sets that are centered
around the regularized least square estimates. We let the
cumulative squared prediction error of Θ at time t be

L2,t(Θ) =

t−1∑
τ=1

∑
(u,i)∈Aτ

(Θui −Rτ
ui)

2,

and calculate the regularized least squares estimate as given
in line 2 of Algorithm 1. Then, the confidence sets take the
form Ct := {Θ ∈ F : ∥Θ−Θ̂t∥Et

2,∞
≤ √ρt}, where ρt is

an appropriately chosen confidence parameter, and ∥·∥Et
2,∞

is the regularized empirical L2,∞ norm, namely,

∥∆∥2Et
2,∞

:= max
u∈N

∑
i∈I

(ntui + γ)∆2
ui,

where ntui :=
∑t−1

τ=1 1{(u, i) ∈ Aτ} is the number of
times item i has been allocated to user u before time t (ex-
cluding time t). Hence, the empirical norm is a measure
of discrepancy that weighs the entries depending on how
much they have been explored. Roughly speaking, since
the confidence region is wider in directions that are not yet
well-explored, the OFU step described in (3.1) is more in-
clined to make allocations that include the corresponding
user-item pairs. In order to obtain low-regret guarantees
for the allocations, the first step is to choose the correct
ρt parameter such that Ct will contain the true parameter
Θ∗ for all t with high probability. The following Lemma
establishes that, if we set ρt = ρ∗t (δ, α, γ), the resulting
confidence sets have the desired properties.
Lemma 3.1. For any δ, α, γ > 0, if the confidence sets are

Ct :=
{
Θ ∈ F : ∥Θ− Θ̂t∥Et

2,∞
≤
√
ρ∗t (δ, α, γ)

}
(3.3)

with the confidence parameter

ρ∗t (δ, α, γ) := 8η2R log (3N/(αδ)) + 4γG2

+ 2αt
√
M
[
8 +

√
8η2 log(4MNt2/δ)

]
,

then, with probability at least 1− 2δ, Ct ∋ Θ∗, for all t .
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If the users do not have the option to reject the recommen-
dations, then the algorithm can offer the items at the es-
timated equilibrium price by setting pt = p̄t, and it can
provably achieve low regret and instability. However, when
the users are allowed to reject the offers based on their ex-
pected surplus, such a pricing strategy cannot achieve prov-
able optimality guarantees for the social welfare since it
does not alleviate the possibility of rejections. Instead, our
approach is to reduce the likelihood of rejections by choos-
ing the prices as pt = p̄t − ν

√
wt, where wt is the confi-

dence width of the allocation Xt, defined as

wt :=
∑

(u,i)∈At

(ntui + γ)−1, (3.4)

and ν > 0 is a parameter that depends on the problem size.
As we show in the appendix, this pricing strategy can guar-
antee the number of rejections to grow only sublinearly in
T , allowing us to achieve sub-linear regret and instability
even when the users are allowed to reject.

Finally, we can show that if the algorithm follows the OFU
allocations in (3.1) and prices in (3.2), while constructing
the confidence sets according to (3.3), it obtains the follow-
ing overall regret guarantee.

Theorem 3.2. Under Assumptions 1 and 2 with known item
feature matrix Φ, set ν =

(
4ρ∗T (δ, α, γ)/(nM

2)
)1/4

, δ >
0, α > 0 and γ ≥ 1. Then, with probability 1 − 2δ, the
social welfare regret and instability of Algorithm 1 satisfy

RSW (T, π) ≤
√
κTnMT + (κT )

1
4 (nMT )

3
4 ,

RI(T, π) ≤
√
κTnMT + (κT )

1
4 (nMT )

3
4 ,

where κT = 8Nρ∗T (δ, α, γ) log(1 + T/γ). Instead, if we
assume that the users are not allowed to reject the alloca-
tions and set ν = 0, we have RSW (T, π) ≤

√
κTnMT

andRI(T, π) ≤
√
κTnMT , with probability 1− 2δ.

Thus, by correctly selecting the parameters of the algo-
rithm, we can simultaneously achieve social welfare regret
and instability of order Õ((NR)1/4(nMT )3/4), where Õ
is the big-O notation ignoring the poly-logarithmic factors
ofN,M, T,R. On the other hand, if the users are not given
the option to reject the offers, then we can obtain social
welfare regret and instability of order Õ(

√
NMnRT ).

If we were to ignore the structure between the mean re-
wards of user-item pairs and apply the standard combina-
torial bandit algorithms to decide on the allocations, the
social welfare regret (in the case where users cannot reject
the offers) would be of order Õ(M

√
NnT ) (Kveton et al.,

2015). Since n,R ≪ M,N in many applications of our
consideration, our algorithm significantly outperforms this
naive approach by leveraging the structure of the rewards.

3.2 Low-Rank Interactive Learning for Allocation
and Pricing (LR-ILAP)

In this section, we consider removing the assumption that
the provider has access to the feature vectors ϕi of the
items. In order to use the structure imposed by Assump-
tion 2 without having the knowledge of any of the factors
ϕi or f i, we can write that Θ∗ belongs to the set

L = {Θ ∈ RN×M : ∥Θ∥∞ ≤ 1, rank(Θ) ≤ R}. (3.5)

To adapt Algorithm 1 for this setting, we modify the con-
struction of our confidence regions. In order to take ad-
vantage of the structure of the arms, we letN (F , α, ∥ · ∥F)
denote the α-covering number ofL in the Frobenious-norm
∥ · ∥F, and define empirical L2 norm at time t as

∥∆∥2Et
2
:=
∑
u∈N

∑
i∈I

(ntui + γ)∆2
ui.

Then, similar to Lemma 3.1, we can show that, with prob-
ability 1− 2δ, Θ∗ belongs to the confidence region

Qt :=
{
Θ ∈ L : ∥Θ− Θ̂t∥Et

2
≤
√
β∗
t (δ, α, γ)

}
, (3.6)

where Θ̂t = argminΘ∈L
{
L2,t(Θ) + γ∥Θ−Θ◦∥2F

}
and

the confidence parameter is

β∗
t (δ, α, γ) := 8η2 log (N (L, α, ∥ · ∥F)/δ) + 4γG2

+ 2αt
√
NM

[
8 +

√
8η2 log(4NMt2/δ)

]
.

Then, we show that the covering number for L given in
equation (3.5) is upper bounded: logN (L, α, ∥ · ∥F) ≤
(N + M + 1)R log(9

√
NM/α). Consequently, the fol-

lowing theorem shows that if the algorithm constructs
the confidence sets according to (3.6), it can achieve
Õ(((N +M)R)1/4(NMT )3/4) social welfare regret and
instability. Moreover, if the users are not given the
option to reject our offers, then the order improves to
Õ(
√
NM(N +M)RT ).

Theorem 3.3. Under Assumptions 1 and 2 with unknown
feature matrices, set ν =

(
4β∗

T (δ, α, γ)/(N
2M2)

)1/4
,

δ > 0, α > 0, γ ≥ 1 and construct the confidence sets
according to (3.6). Then, with probability 1 − 2δ, the so-
cial welfare regret and instability of Algorithm 1 satisfy

RSW (T, π) ≤
√
λTNMT + (λT )

1
4 (NMT )

3
4 ,

RI(T, π) ≤
√
λTNMT + (λT )

1
4 (NMT )

3
4 ,

where λT = 8β∗
T (δ, α, γ) log(1 + T/γ). Instead, if we

assume that the users are not allowed to reject our alloca-
tions and set ν = 0, we have RSW (T, π) ≤

√
λTNMT

andRI(T, π) ≤
√
λTNMT , with probability 1− 2δ.
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Figure 2: Instantaneous reward and instability at each round in different experimental settings. ILAP is able to achieve
lower regret and instability than all other baseline methods in all experimental settings. The experiments are run on 20
problem instances and means are reported together with one standard deviation of uncertainty regions.

4 EXPERIMENTS

In this section, we demonstrate the efficacy of our proposed
algorithm through an experimental study over synthetic and
real-world datasets. The goal of our experimental evalua-
tion is to evaluate our algorithm for making online recom-
mendations in various market settings.

Baseline Algorithms: To the best of our knowledge, there
are no current approaches to online learning for allocations
and pricing to maximize social welfare and minimize in-
stability. Therefore, we show the importance of different
aspects in our framework by comparing it with algorithms
that do not capture all these aspects: a non-bandit algorithm
that only aims for momentary performance, a bandit-based
algorithm that is unaware of the capacities, and another
bandit-based algorithm that is unaware of the correlation
between the arms.

(1) RWE (Recommendations without Exploration): It
solves for the least squares problem given in line 2 of Al-
gorithm 1 to estimate the mean rewards of user-item alloca-
tion pairs. Then, without deliberate exploration, it decides
on the allocation and prices as the optimum values for the
allocation problem with the least square estimation.

(2) IR (Interactive Recommendations): It runs the inter-
active recommendation algorithm of Zhao et al. (2013) that
finds the best items for each user without considering the
capacity constraints. Being oblivious of the capacities, it
also does not set any price for the items. Since these rec-
ommendations do not necessarily satisfy the constraints, it
needs to perform a post-processing step: If it decides to
recommend an item to more users than its capacity, it only

chooses a random subset of the assigned users. Heuristi-
cally, we let the algorithm observe zero rewards (Rt

ui = 0)
for all the user-item allocations that are eliminated during
this post-processing step because otherwise, the allocations
would continue to violate the capacity constraints and the
algorithm would not reduce its regret.

(3) CUCB (Combinatorial-UCB): It runs the CUCB algo-
rithm of Chen et al. (2013) to decide on allocations with-
out assuming any structure between the users and items. It
views the user-item allocation pairs as arms that have no
correlation between them. At each round, it decides on the
allocation and prices by solving the allocation problem us-
ing the upper confidence bounds of the reward parameters.

4.1 Experimental Setup and Datasets

We use a synthetic dataset and two real-world datasets. For
the synthetic data, we set the mean reward values Θ∗

ui =
⟨fu,ϕi⟩ by randomly choosing length-R feature vectors
that satisfy ∥fu∥2 ≤ 1, for all u ∈ N , and ∥ϕi∥2 ≤ 1,
for all i ∈ I. For the real-world data, we consider the fol-
lowing publicly available data sets: a subset of Movielens
100k (Harper and Konstan, 2015) which includes ratings
from 650 users on 450 movies and a subset of Yelp Dataset
(Yelp, 2021) that corresponds to ratings from 700 users on
300 restaurants. The subsets of users and items are se-
lected such that the datasets contain ratings for most of the
user-item pairs. To set the problem up, the missing ratings
are completed with an off-the-shelf matrix completion al-
gorithm with matrix factorization (Hastie et al., 2015). We
consider problem settings with known item features as well
as with unknown features. In the setting with known fea-
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tures for the items (contextual), all algorithms have access
to the item feature matrix Φ. In the other case (low-rank),
none of the algorithms are provided with any contextual
information. To the best of our knowledge, the capacity
information is not available in any of the publicly avail-
able recommendation datasets. Therefore, we consider in-
stantiating random capacities. We consider settings with
static and dynamic (time-varying) capacities/demands. For
the static case, we assume that all users request one item
at all rounds, and the capacity of each item remains un-
changed with time. In the dynamic setting, we allow both
the demands dt and capacities ct vary with time t. We con-
sider that each entry of dt is independently sampled from a
distribution over {0, 1} so that each user u is either active
(dtu = 1) or inactive (dtu = 0). Similarly, each entry of
ct is independently sampled from a distribution over non-
negative integers. Lastly, the rewards are assumed to have
distribution Rt

ui ∼ N (Θ∗
ui, η

2). For additional details on
the experimental setup, please refer to Appendix G.

4.2 Experimental Results

We provide a summary of our results in Figure 2. The re-
sults for other experimental settings are left to Appendix
G. The observations can be summed up into the following
points: (1) ILAP algorithm (our proposed approach) is able
to achieve lower regret and instability than all other base-
line methods in all experimental settings. (2) Even though
RWE can obtain slightly larger rewards than our method
in the initial rounds, it often gets stuck at suboptimal allo-
cations. So, it cannot achieve no-regret because it tries to
directly exploit the information it acquired so far without
making any deliberate explorations. (3) Since IR does not
consider the capacities while making the allocations, the
recommendations exceed the capacities of the items and
lead to very large regrets. Furthermore, since it does not set
any prices for the items, it incurs high instability. (4) Since
CUCB does not leverage the low-rank structure of the pa-
rameters, it needs to sample and learn about each user-item
allocation pair separately. Hence, it takes much longer for
it to learn the optimum allocations.

5 SOCIETAL IMPACT

Our design objective in this work is to allocate multiple
items to multiple users in a way that will maximize social
welfare while ensuring stability. Therefore, applications
of algorithms developed here would benefit the cumulative
welfare of society. However, since our objectives measure
only the total wellness in the system, they may raise con-
cerns about the fair distribution of resources. Further, since
our work relies on assumptions about user behavior and
preferences, our results may not apply when these assump-
tions do not hold.

6 CONCLUSION

In this paper, we have studied the setting of interactive rec-
ommendations that achieve socially optimal and stable al-
locations under capacity constraints. We considered an on-
line learning setting where the users are given sequential
recommendations which they can accept or reject based on
the prices determined by the provider. To leverage the cor-
relation between different user-item pairs, we considered
linear latent factor models with partially-known and un-
known features. We have proposed a sequential allocation
and pricing algorithm that enjoys sub-linear social welfare
regret and sub-linear instability.
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A RELAXATION OF INTEGER PROGRAM

A traditional linear integer program (IP) in matrix form is formulated as

max
x

tTx

s.t. Ax ≤ b

x ∈ Zd
+.

(A.1)

This problem can be relaxed to a linear program by dropping the integral constraints (setting x ∈ Rd
+). The integrality gap

of an integer maximization program is defined as the maximum ratio of the optimal values for the relaxed linear program
and the integer program. When the vector b is integral and the matrix A is totally unimodular (all entries are 1, 0, or -1 and
every square sub-minor has determinant of +1 or -1) then the integrality gap is one and the solution of the relaxed linear
program is integer valued (Bertsekas, 1991).

Hence, we can solve (A.1) by instead solving the following relaxed linear program:

max
x

tTx

s.t. Ax ≤ b

x ∈ Rd
+.

(A.2)

For a matrix A whose rows can be partitioned into two disjoint sets C and D, the following four conditions together are
sufficient for A to be totally unimodular (Heller and Tompkins, 1957):

1. Every entry in A is 0, +1, or −1.
2. Every column of A contains at most two non-zero entries.
3. If two non-zero entries in a column of A have the same sign, then the row of one is in C , and the other in D .
4. If two non-zero entries in a column of A have opposite signs, then the rows of both are in C , or both in D .

In the setting of resource allocation, we can write problem (2.1) equivalently as problem (A.1) where x = vec(X),
t = vec(Θ∗), A and b are given as

A =

[
1TN ⊗ IM
IN ⊗ 1TM

]
b =

[
ct
dt

]
. (A.3)

For matrix A given in (A.3), we can set C to be the set of first M rows corresponding to the capacity constraints, and D to
be the set of remaining rows corresponding to the demand constraints. Since this A matrix satisfies the conditions of the
proposition for sets C and D, we obtain that A is totally unimodular. Finally, since the vector b is integral and the matrix
A is totally unimodular, the integrality gap is one.

B DEFINITIONS

We start with definitions that we will use throughout the proofs.

Definition B.1. For a symmetric positive definite matrix W ∈ Rd×d, we define

• W-inner product of two vectors x,y ∈ Rd as ⟨x,y⟩W := ⟨Wx,y⟩,

• W-norm of a vector x ∈ Rd as ∥x∥W :=
√
⟨x,x⟩W.

Definition B.2. At ∈ RNM×NM is a diagonal matrix with (N(i− 1)+ u)th diagonal entry equal to ntui + γ. Recall that
ntui =

∑t−1
τ=1 1{(u, i) ∈ At} denotes the number of times pair (u, i) has been sampled before time t (excluding time t).

Then, the regularized empirical L2-norm of a matrix Z ∈ RN×M can be written as

∥Z∥Et
2
= ∥vec(Z)∥At . (B.1)

For the ease of exposition in the following sections, we will use the shorthand ∥Z∥At
= ∥vec(Z)∥At

.
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Definition B.3. Define Eui := eue
T
i to be the indicator matrix for (u, i) and eui := vec(Eui).

Definition B.4. Define the ”confidence width” of the allocations as

wt := ∥Xt∥A−1
t

and wt
ui := ∥Eui∥A−1

t
. (B.2)

Definition B.5. Define the regularized empirical L2-norm ∥ · ∥Et
2

as

∥∆∥2Et
2
:=

t−1∑
τ=1

∑
(u,i)∈Aτ

⟨∆,Eui⟩2 + γ∥∆∥2F =
∑
u∈N

∑
i∈I

(ntui + γ)(∆ui)
2.

For future reference, we also define the (non-regularized) empirical L2-norm ∥ · ∥Ẽt
2

by

∥∆∥2
Ẽt

2

:=

t−1∑
τ=1

∑
(u,i)∈Aτ

⟨∆,Eui⟩2 =

d∑
i=1

(ntui)(∆ui)
2.

Note that the regularized empirical L2-norm is related to (non-regularized) empirical L2-norm as

∥∆∥2Et
2
= ∥∆∥2

Ẽt
2

+ γ∥∆∥2F.

Definition B.6. Define the social welfare regret rt at time t as

rt := ⟨X∗
t ,Θ

∗⟩ − ⟨Xt,Θ
∗⟩.

Definition B.7. The OFU estimate of the allocation and the parameters are

(Xt,Θt) ∈ argmax
(X,Θ)∈Xt×Ct

⟨X,Θ⟩.

The entries of Xt are denoted by Xt
ui and the entries of Θt are denoted by Θt

ui.

Definition B.8. We define ∆t = Θt −Θ∗ with entries ∆t
ui = Θt

ui −Θ∗
ui.

C PROOFS FOR LOW-RANK ALLOCATION AND PRICING

C.1 Construction of Confidence Sets

Lemma C.1. For any δ > 0 and Θ ∈ Rd,

P

(
L2,t(Θ) ≥ L2,t(Θ

∗) +
1

2
∥Θ∗ −Θ∥2

Ẽt
2

− 4η2 log(1/δ) ,∀t ∈ N

)
≥ 1− δ. (C.1)

Proof. Let Ht−1 be the σ-algebra generated by (Ht,At) and let H0 = σ(∅,Ω). Then, define ϵtui := Rt
ui − Θ∗

ui for all

t ∈ N and (u, i) ∈ At. By previous assumptions, E[ϵtui|Ht−1] = 0 and E[exp(λϵtui)|Ht−1] ≤ exp
(

λ2η2

2

)
for all t.

Define Zt
ui := (Rt

ui −Θ∗
ui)

2 − (Rt
ui −Θui)

2. Then, we have

Zt
ui = −(Θui −Θ∗

ui)
2 + 2ϵtui(Θui −Θ∗

ui).

Therefore, the conditional mean and conditional cumulant generating function satisfy

µt
ui := E[Z

t
ui|Ht−1] = −(Θui −Θ∗

ui)
2

ψt
ui(λ) := logE[exp(λ[Zt

ui − µt
ui])|Ht−1]

= logE[exp(2λ(Θui −Θ∗
ui)ϵ

t
ui)|Ht−1]

≤ (2λ(Θui −Θ∗
ui))

2η2

2
.
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Then, defineZt :=
∑

(u,i)∈At
Zt
ui. Since eachZt

ui term is conditionally independent, the conditional mean and conditional
cumulant generating functions of Zt satisfy

µt := E[Zt|Ht−1] = −
∑

(u,i)∈At

(Θui −Θ∗
ui)

2

ψt(λ) :=
∑

(u,i)∈At

ψt
ui(λ)

≤
∑

(u,i)∈At

(2λ(Θui −Θ∗
ui))

2η2

2
.

Applying Lemma E.2 to (Zt)t∈N shows that for all x ≥ 0 and λ ≥ 0,

P

t−1∑
τ=1

Zτ ≤ x

λ
+

t−1∑
τ=1

∑
(u,i)∈Aτ

(Θui −Θ∗
ui)

2(2λη2 − 1) ,∀t ∈ N

 ≥ 1− e−x.

Note that we have
∑t−1

τ=1 Z
τ = L2,t(Θ

∗)− L2,t(Θ), and
∑t−1

τ=1

∑
(u,i)∈Aτ

(Θui −Θ∗
ui)

2 = ∥Θ∗ −Θ∥2
Ẽt

2

.

Then, choosing λ = 1
4η2 and x = log 1

δ gives

P

(
L2,t(Θ) ≥ L2,t(Θ

∗) +
1

2
∥Θ∗ −Θ∥2

Ẽt
2

− 4η2 log(1/δ) ,∀t ∈ N

)
≥ 1− δ.

Lemma C.2. If Θ,Θα ∈ L satisfy ∥Θ−Θα∥F ≤ α, then with probability at least 1− δ,∣∣∣∣12∥Θ∗ −Θα∥2
Ẽt

2

− 1

2
∥Θ∗ −Θ∥2

Ẽt
2

+ L2,t(Θ)− L2,t(Θ
α)

∣∣∣∣ ≤ αt√NM [
8 + 2

√
2η2 log(4NMt2/δ)

]
. (C.2)

Proof. Let Eui = eue
T
i be the indicator matrix for (u, i). Since any two Θ,Θα ∈ L satisfy ∥Θ −Θα∥F ≤

√
NM , it is

enough to consider α ≤
√
NM . We find

N∑
u=1

M∑
i=1

|⟨Θ,Eui⟩2 − ⟨Θα,Eui⟩2| ≤ max
∥∆∥F≤α

{
N∑

u=1

M∑
i=1

∣∣Θ2
ui − (Θui +∆ui)

2
∣∣}

= max
∥∆∥F≤α

{
N∑

u=1

M∑
i=1

∣∣2Θui∆ui +∆2
ui

∣∣}

≤ max
∥∆∥F≤α

{
2

N∑
u=1

M∑
i=1

|Θui∆ui|+
N∑

u=1

M∑
i=1

∆2
ui

}
≤ max

∥∆∥F≤α

{
2∥∆∥1,1 + ∥∆∥2F

}
≤ 2α

√
NM + α2.

Therefore, it implies

N∑
u=1

M∑
i=1

|⟨Θ−Θ∗,Eui⟩2 − ⟨Θα −Θ∗,Eui⟩2| =
N∑

u=1

M∑
i=1

∣∣⟨Θ,Eui⟩2 − ⟨Θα,Eui⟩2 + 2⟨Θ∗,Eui⟩⟨Θα −Θ,Eui⟩
∣∣

≤ 2α
√
NM + α2 + 2∥Θ−Θα∥1,1

≤ 4α
√
NM + α2.
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Similarly, for any t, we have

N∑
u=1

M∑
i=1

|
(
Rt

ui − ⟨Θ,Eui⟩
)2 − (Rt

ui − ⟨Θ
α,Eui⟩

)2 | = N∑
u=1

M∑
i=1

∣∣2Rt
ui⟨Θ

α −Θ,Eui⟩+ ⟨Θ,Eui⟩2 − ⟨Θα,Eui⟩2
∣∣

≤ 2

N∑
u=1

M∑
i=1

∣∣Rt
ui

∣∣ |⟨Θα −Θ,Eui⟩|+ 2α
√
NM + α2

≤ 2∥Θα −Θ∥F

(
N∑

u=1

M∑
i=1

|Rt
ui|2
)1/2

+ 2α
√
NM + α2

≤ 2α

(
N∑

u=1

M∑
i=1

|Rt
ui|2
)1/2

+ 2α
√
NM + α2.

Summing over t and noting that At ⊆ [N ]× [M ], the left hand side of (C.2) is bounded by

t−1∑
τ=1

1

2

[
4α
√
NM + α2

]
+ 2α

(
N∑

u=1

M∑
i=1

|Rt
ui|2
)1/2

+ 2α
√
NM + α2

 ≤ α t−1∑
τ=1

6
√
NM + 2

(
N∑

u=1

M∑
i=1

|Rt
ui|2
)1/2

 .

Because ϵτui is η-sub-Gaussian, P
(
|ϵτui| >

√
2η2 log(2/δ)

)
≤ δ. By a union bound,

P
(
∃τ ∈ N, u ∈ [N ], i ∈ [M ] s.t. |ϵτui| >

√
2η2 log(4NMτ2/δ)

)
≤ δNM

2

∑∞
τ=1

1
NMτ2 ≤ δ. Since |Rτ

ui| ≤ 1 + |ϵτui|,
we have |Rτ

ui| ≤ 1+
√
2η2 log(4NMτ2/δ) with probability at least 1− δ. Consequently, the bound for the discretization

error becomes
αt
√
NM

[
8 + 2

√
2η2 log(4NMt2/δ)

]
.

Lemma C.3. For any δ > 0, α > 0 and γ > 0, if

Qt = {Θ ∈ F : ∥Θ− Θ̂t∥Et
2
≤
√
β∗
t (δ, α, γ)} (C.3)

for all t ∈ N, then
P (Θ∗ ∈ Qt ,∀t ∈ N) ≥ 1− 2δ. (C.4)

Proof. Let Fα ⊂ F be an α-cover of F in the Frobenius norm so that for any Θ ∈ F , there exists Θα ∈ Fα such that
∥Θ−Θα∥F ≤ α. By a union bound applied to Lemma C.1, with probability at least 1− δ,

L2,t(Θ
α)− L2,t(Θ

∗) ≥ 1

2
∥Θ∗ −Θα∥2

Ẽt
2

− 4η2 log(|Fα|/δ) ,∀Θα ∈ Fα, t ∈ N.

Therefore, with probability at least 1− δ, for all Θ ∈ F , t ∈ N,

L2,t(Θ)− L2,t(Θ
∗) ≥1

2
∥Θ∗ −Θ∥2

Ẽt
2

− 4η2 log(|Fα|/δ)

+ min
Θα∈Fα

{
1

2
∥Θ∗ −Θα∥2

Ẽt
2

− 1

2
∥Θ∗ −Θ∥2

Ẽt
2

+ L2,t(Θ)− L2,t(Θ
α)

}
.

By Lemma C.2, with probability at least 1− 2δ,

L2,t(Θ)− L2,t(Θ
∗) ≥ 1

2
∥Θ∗ −Θ∥2

Ẽt
2

−Dt,

where Dt := 4η2 log(|Fα|/δ) + αt
√
NM

[
8 + 2

√
2η2 log(4NMt2/δ)

]
.
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Adding the regularization terms to both sides, we obtain

L2,t(Θ) + γ∥Θ−Θ∥2F − L2,t(Θ
∗)− γ∥Θ∗ −Θ∥2F ≥

1

2
∥Θ∗ −Θ∥2

Ẽt
2

+ γ∥Θ−Θ∥2F −Dt − γ∥Θ∗ −Θ∥2F.

Note the definition of the least square estimate Θ̂t = argminΘ∈F
{
L2,t(Θ) + γ∥Θ−Θ∥2F

}
. By letting Θ = Θ̂t, the

left hand side becomes non-positive, and hence

1

2
∥Θ∗ − Θ̂t∥2Ẽt

2

≤ Dt + γ
(
∥Θ∗ −Θ∥2F − ∥Θ̂t −Θ∥2F

)
.

Then,
1

2
∥Θ∗ − Θ̂t∥2Ẽt

2

+ γ
(
∥Θ̂t −Θ∥2F + ∥Θ∗ −Θ∥2F

)
≤ Dt + 2γ∥Θ∗ −Θ∥2F.

By triangle inequality we have ∥Θ̂t − Θ∥F + ∥Θ∗ − Θ∥F ≥ ∥Θ∗ − Θ̂t∥F. Taking squares on both sides, we obtain
∥Θ̂t −Θ∥2F + ∥Θ∗ −Θ∥2F ≥ 1

2∥Θ
∗ − Θ̂t∥2F. Then, noting that ∥∆∥2

2,E2
t
= ∥∆∥2

Ẽt
2

+ γ∥∆∥2F, we have

1

2
∥Θ∗ − Θ̂t∥2Et

2
≤ Dt + 2γ∥Θ∗ −Θ∥2F.

Lastly, using the inequality ∥Θ∗ −Θ∥2F ≤ G2,

∥Θ∗ − Θ̂t∥2Et
2
≤ 8η2 log(|Fα|/δ) + 2αt

√
NM

[
8 + 2

√
2η2 log(4NMt2/δ)

]
+ 4γG2.

Taking the infimum over the size of α-covers, we obtain the final result.

C.2 Regret Bounds

Throughout this section we will use the shorthand βt = β∗
t (δ, α, γ) for the parameter defined as

β∗
t (δ, α, γ) := 8η2 log (N (F , α, ∥ · ∥2)/δ) + 2αt

√
NM

(
8 +

√
8η2 log(4NMt2/δ)

)
+ 4γG2. (C.5)

Lemma C.4. For any Xt ∈ Xt and Θ ∈ Qt, we have

|⟨Θ− Θ̂
t
,X⟩| ≤ wt

√
βt. (C.6)

Proof. Let ∆ = Θ− Θ̂
t
. Then,

|⟨∆,Xt⟩| = |vec(∆)Tvec(Xt)|

= |vec(∆)TA
1/2
t A

−1/2
t vec(Xt)|

= |(A1/2
t vec(∆))TA

−1/2
t vec(Xt)|

≤ ∥A1/2
t vec(∆)∥∥A−1/2

t vec(Xt)∥
= ∥vec(∆)∥At∥vec(Xt)∥A−1

t

= ∥∆∥At∥Xt∥A−1
t

≤ wt

√
βt.
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Lemma C.5. For any t ∈ N, we have the identity

w2
t =

∑
(u,i)∈At

(wt
ui)

2.

Proof.

w2
t = ⟨vec(Xt), vec(Xt)⟩A−1

t

=

〈
A−1

t

∑
(u,i)∈At

eui,
∑

(u,i)∈At

eui

〉

=
∑

(u,i)∈At

∑
(r,j)∈At

〈
A−1

t eui, erj
〉

=
∑

(u,i)∈At

〈
A−1

t eui, eui
〉

=
∑

(u,i)∈At

(wt
ui)

2,

where the penultimate step follows because
〈
A−1

t eui, erj
〉
= 0 for (u, i) ̸= (r, j).

Lemma C.6. If Θ∗ ∈ Qt, then
rt ≤ ⟨Xt,Θt −Θ∗⟩ ≤ 2wt

√
βt.

Proof. By the choice of (Xt,Θt), we have

⟨Xt,Θt⟩ = max
(X,Θ)∈Xt×Qt

⟨X,Θ⟩ ≥ ⟨X∗
t ,Θ

∗⟩,

where the inequality uses Θ∗ ∈ Qt. Hence,

rt = ⟨X∗
t ,Θ

∗⟩ − ⟨Xt,Θ
∗⟩

≤ ⟨Xt,Θt −Θ∗⟩

= ⟨Xt,Θt − Θ̂
t
⟩+ ⟨Xt, Θ̂

t
−Θ∗⟩

≤ 2wt

√
βt,

where the last step follows from Lemma C.4.

Next, we show that the confidence widths do not grow too fast.
Lemma C.7. For every t,

log detAt+1 = NM log γ +

t∑
τ=1

∑
(u,i)∈Aτ

log(1 + (wτ
ui)

2). (C.7)

Proof. By the definition of At, we have

detAt+1 = det

At +
∑

(u,i)∈At

euie
T
ui


= det

A
1/2
t

I+A
−1/2
t

 ∑
(u,i)∈At

euie
T
ui

A
−1/2
t

A
1/2
t


= det(At) det

I+
∑

(u,i)∈At

A
−1/2
t euie

T
uiA

−1/2
t

 .
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Each A
−1/2
t euie

T
uiA

−1/2
t term has zeros everywhere except one entry on the diagonal and that non-zero entry is equal to

(wt
ui)

2. Furthermore, the location of the non-zero entry is different in for each term. Hence,

det

I+
∑

(u,i)∈At

A
−1/2
t euie

T
uiA

−1/2
t

 =
∏

(u,i)∈At

(1 + (wt
ui)

2).

Therefore, we have
log detAt+1 = log detAt +

∑
(u,i)∈At

log(1 + (wt
ui)

2).

Since A1 = γI, we have log detA1 = NM log γ and the result follows by induction.

Lemma C.8. For all t ∈ N, log detAt ≤ NM log(t+ γ − 1).

Proof. Noting that At is a diagonal matrix with diagonals (ntui + γ),

traceAt = NMγ +

N∑
u=1

M∑
i=1

ntui

≤ NMγ +NM(t− 1)

= NM(t+ γ − 1).

Now, recall that traceAt equals the sum of the eigenvalues of At. On the other hand, det(At) equals the product of
the eigenvalues. Since At is positive definite, its eigenvalues are all positive. Subject to these constraints, det(At) is
maximized when all the eigenvalues are equal; the desired bound follows.

Lemma C.9. Let γ ≥ 1. Then, for all t, we have

t∑
τ=1

w2
τ ≤ 2NM log

(
1 +

t

γ

)
.

Proof. Note that 0 ≤ (wτ
ui)

2 ≤ 1, if γ ≥ 1. Using the inequality y ≤ 2 log(1 + y) for 0 ≤ y ≤ 1, we have

t∑
τ=1

w2
τ =

t∑
τ=1

∑
(u,i)∈Aτ

(wτ
ui)

2

≤ 2

t∑
τ=1

∑
(u,i)∈Aτ

log(1 + (wτ
ui)

2)

= 2 log detAt+1 − 2NM log γ

≤ 2NM log

(
1 +

t

γ

)
,

where the last two lines follow from Lemmas C.7 and C.8 respectively.

Theorem C.10. If γ ≥ 1 and Θ∗ ∈ Qt for all t ≤ T , then the T period social welfare regret is bounded by

RSW (T, π) ≤

√
8NMβ∗

T (δ, α, γ)T log

(
1 +

T

γ

)
.
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Proof. Recall the definition of instantaneous regret rt = ⟨X∗
t ,Θ

∗⟩− ⟨Xt,Θ
∗⟩. Assuming that Θ∗ ∈ Qt for all t ≤ T , we

have

RSW (T, π) =

T∑
t=1

rt

≤

(
T

T∑
t=1

r2t

)1/2

≤

(
4βTT

T∑
t=1

w2
t

)1/2

,

where the last step follows from Lemma C.6. Then, using Lemma C.9, we prove the result.

In order to prove our instability bounds, we start with the following lemma.

Lemma C.11. If Θ∗ ∈ Qt, we have

N∑
u=1

{
max
xu∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti)

}
≤

N∑
u=1

M∑
i=1

xtui(Θ
t
ui − p̄ti)

, where X t
u = {x ∈ RM

+ : 1Tx ≤ dtu}.

Proof. From the definition of Θt and Xt, we have

N∑
u=1

M∑
i=1

xtuiΘ
t
ui = ⟨Xt,Θt⟩

= max
(X,Θ)∈Xt×Qt

⟨X,Θ⟩

= max
Θ∈Qt

max
X∈Xt

⟨X,Θ⟩

=
max
Θ∈Qt

max
X∈RN×M

+

min
λ∈RM

+

⟨X,Θ⟩+ λT(ct −XT1)

s.t. X1 ≤ dt

=
max
Θ∈Qt

max
X∈RN×M

+

min
λ∈RM

+

⟨X,Θ− 1λT⟩+ λTct

s.t. X1 ≤ dt

=
max
Θ∈Qt

max
X∈RN×M

+

min
λ∈RM

+

N∑
u=1

M∑
i=1

xui(Θui − λi) +
M∑
i=1

λic
t
i

s.t. X1 ≤ dt

.

Note that the optimum value of this optimization problem is achieved when λ = p̄t, Θ = Θt and X = Xt. Therefore,
if we fix λ = p̄t and optimize over Θ and X, the optimum value of the objective does not change. Consequently, we can
write

N∑
u=1

M∑
i=1

xtuiΘ
t
ui =

max
Θ∈Qt

max
X∈RN×M

+

N∑
u=1

M∑
i=1

xui(Θui − p̄ti) +
M∑
i=1

p̄tic
t
i

s.t. X1 ≤ dt

= max
Θ∈Qt

N∑
u=1

{
max
xu∈X t

u

M∑
i=1

xui(Θui − p̄ti)

}
+

M∑
i=1

p̄tic
t
i

≥
N∑

u=1

{
max
xu∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti)

}
+

M∑
i=1

p̄tic
t
i,
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where the last step uses the condition that Θ∗ ∈ Qt. Noting that
(
cti −

∑N
u=1 x

t
ui

)
p̄ti = 0 by complementary slackness,

we can write
N∑

u=1

{
max
xu∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti)

}
≤

N∑
u=1

M∑
i=1

xtuiΘ
t
ui −

M∑
i=1

p̄tic
t
i

=

N∑
u=1

M∑
i=1

xtui(Θ
t
ui − p̄ti).

Lemma C.12. In the model without acceptance/rejection options, if the offered prices are pt = p̄t, and Θ∗ ∈ Qt for all
t ≤ T , then

N∑
u=1

Stu ≤ ⟨Xt,Θt −Θ∗⟩.

Proof. Using the definition of the instability and Lemma C.11, we have

N∑
u=1

Stu =

N∑
u=1

{
max
x∈X t

u

E

[
M∑
i=1

xui(R
t
ui − pti)

]
− E

[
M∑
i=1

xtui(R
t
ui − pti)

]}

≤
N∑

u=1

{
max
x∈X t

u

M∑
i=1

xui(Θ
∗
ui − pti)−

M∑
i=1

xtui(Θ
∗
ui − pti)

}

≤
N∑

u=1

{
M∑
i=1

xtui(Θ
t
ui − pti)−

M∑
i=1

xtui(Θ
∗
ui − pti)

}

≤
N∑

u=1

M∑
i=1

xtui(Θ
t
ui −Θ∗

ui)

= ⟨Xt,Θt −Θ∗⟩.

Theorem C.13. In the model without acceptance/rejection options, if the offered prices are pt = p̄t, and Θ∗ ∈ Qt for all
t ≤ T , then the T period instability is bounded as

RI(T, π) ≤

√
8NMβ∗

T (δ, α, γ)T log

(
1 +

T

γ

)
. (C.8)

Proof. Using Lemma C.12 and C.6,

RI(T, π) ≤
T∑

t=1

⟨Xt,Θt −Θ∗⟩

≤ 2
√
βT

T∑
t=1

wt

≤ 2

√√√√βTT

T∑
t=1

w2
t

≤

√
8βTNMT log

(
1 +

T

γ

)
.
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Corollary C.14. In the model without acceptance/rejection options, letting δ = O((NMT )−1), α = O((NMT )−1) and
γ = 1, Algorithm 1 achieves regret that satisfy

RSW (T, π) = Õ
(√

NM(N +M)RT
)
, (C.9)

RI(T, π) = Õ
(√

NM(N +M)RT
)
. (C.10)

Proof. By Lemma C.3, Θ∗ ∈ Qt for all t ≤ T with probability at least 1−2δ. Therefore, the bounds of Theorem C.10 (or
Theorem C.13 for instability) hold true with probability at least 1− 2δ. Then, both for social welfare regret and instability
regret,

R(T, π) ≤ (1− δ)

√
8dβ∗

T (δ, α, γ)T log

(
1 +

T

γ

)
+ 2δBdT.

Letting δ = O(T−1), α = O = (T−1) and γ = 1,

R(T, π) ∈ Õ
(√

NMβ∗
T (T, T

−1, 1)T

)
.

Then, we note that β∗
T (T, T

−1, 1) ∈ Õ
(
η2 log

(
N (F , T−1, ∥ · ∥2)

))
. Using Lemma C.21 to upper bound the covering

number, we complete the proof.

C.3 Extension to the Model with Acceptance/Rejection Options

Lemma C.15. For any ν ≥ 0, if Θ∗ ∈ Qt, then

∑
(u,i)∈At

1
{
∆t

ui ≥ ν
}
≤ 2wt

√
βt

ν
.

Proof. Using Lemma C.6, ∑
(u,i)∈At

1
{
∆t

ui ≥ ν
}
≤ 1

ν

∑
(u,i)∈At

∣∣∆t
ui

∣∣
≤ 2wt

√
βt

ν
.

Theorem C.16. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where
νt = ν

√
wt for some ν ≥ 0, and Θ∗ ∈ Qt for all t ≤ T , then the T period social welfare regret is bounded as

RSW (T, π) ≤
(
8NMβTT log

(
1 +

T

γ

))1/2

+
2

ν

(
2NMT 3β2

T log

(
1 +

T

γ

))1/4

.

Proof. In the model with acceptance/rejection options, let the instantaneous regret at time t be defined as

r̃t :=
∑

(u,i)∈A∗
t

Θ∗
ui −

∑
(u,i)∈At

Θ∗
ui1{Θ∗

ui ≥ pti}.
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Then, recalling the definition of rt, we can write

r̃t =
∑

(u,i)∈A∗
t

Θ∗
ui −

∑
(u,i)∈At

Θ∗
ui +

∑
(u,i)∈At

Θ∗
ui1{Θ∗

ui < pti}

≤ ⟨X∗
t ,Θ

∗⟩ − ⟨Xt,Θ
∗⟩+

∑
(u,i)∈At

1{Θ∗
ui < pti}

≤ rt +
∑

(u,i)∈At

1{Θt
ui −Θ∗

ui > Θt
ui − pti}

≤ rt +
∑

(u,i)∈At

1{∆t
ui > Θt

ui − p̄ti + νt}

≤ rt +
∑

(u,i)∈At

1{∆t
ui > νt},

where the last step uses the fact that Θt
ui ≥ p̄ti for (u, i) ∈ At. Then, we have

RSW (T, π) =

T∑
t=1

r̃t

≤
T∑

t=1

rt +

T∑
t=1

∑
(u,i)∈At

1{∆t
ui > νt}

≤

(
T

T∑
t=1

r2t

)1/2

+ 2
√
βT

T∑
t=1

wt

νt

=

(
T

T∑
t=1

r2t

)1/2

+
2

ν

√
βT

T∑
t=1

√
wt

≤

(
T

T∑
t=1

r2t

)1/2

+
2

ν

√
βT

(
T 3

T∑
t=1

w2
t

)1/4

≤
(
8NMβTT log

(
1 +

T

γ

))1/2

+
2

ν

(
2NMT 3β2

T log

(
1 +

T

γ

))1/4

.

Lemma C.17. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where νt =
ν
√
wt for some ν ≥ 0, and Θ∗ ∈ Qt, then

N∑
u=1

Stu ≤ ⟨Xt,Θt −Θ∗⟩+ νtnM.
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Proof. Using the definition of the instability and Lemma C.11, we have

N∑
u=1

Stu =

N∑
u=1

{
max
x∈X t

u

M∑
i=1

xui(Θ
∗
ui − pti)1{Θ∗

ui ≥ pti} −
M∑
i=1

xtui(Θ
∗
ui − pti)1{Θ∗

ui ≥ pti}

}

≤
N∑

u=1

{
max
x∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti + νt)1{Θ∗

ui ≥ p̄ti − νt} −
M∑
i=1

xtui(Θ
∗
ui − pti)1{Θ∗

ui ≥ pti}

}

≤
N∑

u=1

{
max
x∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti)1{Θ∗

ui ≥ p̄ti − νt}+ νt max
x∈X t

u

M∑
i=1

xui −
M∑
i=1

xtui(Θ
∗
ui − pti)1{Θ∗

ui ≥ pti}

}

≤
N∑

u=1

{
max
x∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti)1{Θ∗

ui ≥ p̄ti}+ νtd
t
u −

M∑
i=1

xtui(Θ
∗
ui − pti)1{Θ∗

ui ≥ pti}

}

≤
N∑

u=1

{
max
x∈X t

u

M∑
i=1

xui(Θ
∗
ui − p̄ti) + νtd

t
u −

M∑
i=1

xtui(Θ
∗
ui − pti)1{Θ∗

ui ≥ pti}

}

≤
N∑

u=1

{
M∑
i=1

xtui(Θ
t
ui − p̄ti) + νtd

t
u −

M∑
i=1

xtui(Θ
∗
ui − pti)

}

≤
N∑

u=1

{
M∑
i=1

xtui(Θ
t
ui −Θ∗

ui) + νtd
t
u

}

≤
N∑

u=1

M∑
i=1

xtui∆
t
ui + νt

N∑
u=1

dtu

≤ ⟨Xt,Θt −Θ∗⟩+ νtnM.

Theorem C.18. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where
νt = ν

√
wt for some ν ≥ 0, and Θ∗ ∈ Qt for all t ≤ T , then the T period instability is bounded as

RI(T, π) ≤
(
8βTNMT log

(
1 +

T

γ

))1/2

+ νnM

(
2NMT 3 log

(
1 +

T

γ

))1/4

.

Proof. Using Lemma C.17 and C.6,

RI(T, π) ≤
T∑

t=1

(⟨Xt,Θt −Θ∗⟩+ νtnM)

≤ 2
√
βT

T∑
t=1

wt + nM

T∑
t=1

νt

≤

√
8βTNMT log

(
1 +

T

γ

)
+ νnM

T∑
t=1

√
wt

≤

√
8βTNMT log

(
1 +

T

γ

)
+ νnM

T∑
t=1

√
wt

≤
(
8βTNMT log

(
1 +

T

γ

))1/2

+ νnM

(
2NMT 3 log

(
1 +

T

γ

))1/4

.
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Theorem C.19. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where

νt = ν
√
wt for ν =

(
4βT

N2M2

)1/4
, then, with probability 1− 2δ, the algorithm results in regrets that satisfy

RSW (T, π) ≤
√
λTNMT + (λT )

1
4 (NMT )

3
4 ,

RI(T, π) ≤
√
λTNMT + (λT )

1
4 (NMT )

3
4 .

where λT = 8βT log(1 + T/γ).

Proof. By Theorem C.16,

RSW (T, π) ≤
(
8NMβTT log

(
1 +

T

γ

))1/2

+
2

ν

(
2NMT 3β2

T log

(
1 +

T

γ

))1/4

= (λTNMT )
1
2 + (λT )

1
4 (NMT )

3
4 .

Similarly, we have

RI(T, π) ≤
(
8βTNMT log

(
1 +

T

γ

))1/2

+ νNM

(
2NMT 3 log

(
1 +

T

γ

))1/4

= (λTNMT )
1
2 + (λT )

1
4 (NMT )

3
4 .

Theorem C.20. In the model with acceptance/rejection options, Letting δ = O((NMT )−1), α = O((NMT )−1), γ = 1

and ν = O
((

η2(N+M)R
N2M2

)1/4)
results in regret bounds that satisfy

RSW (T, π) = Õ
((
η2(N +M)R

) 1
4 (NMT )

3
4

)
,

RI(T, π) = Õ
((
η2(N +M)R

) 1
4 (NMT )

3
4

)
.

Proof. By Theorem C.19, with probability 1,

RSW (T, π) ≤ (1− 2δ)
(
(λTNMT )

1
2 + (λT )

1
4 (NMT )

3
4

)
+ 2δNMT.

Similarly, with probability 1, we have

RI(T, π) ≤ (1− 2δ)
(
(λTNMT )

1
2 + (λT )

1
4 (NMT )

3
4

)
+ 2δNMT.

Let δ ∈ O((NMT )−1), α ∈ O((NMT )−1), γ = 1, and note that β∗
T (T, T

−1, 1) ∈ Õ
(
η2 log

(
N (L, T−1, ∥ · ∥2)

))
=

Õ
(
η2(N +M)R

)
to conclude the proof.

C.4 Covering Number for Low-rank Matrices

Lemma C.21. The covering number of L given in (3.5) obeys

logN (L, α, ∥ · ∥F) ≤ (N +M + 1)R log

(
9
√
NM

α

)
. (C.11)
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Proof. This proof is modified from (Candes and Plan, 2011). Let S = {Θ ∈ RN×M : rank(Θ) ≤ R, ∥Θ∥F ≤ 1}. We
will first show that there exists an ϵ-net Sϵ for the Frobenious norm obeying

|Sϵ| ≤ (9/ϵ)
(N+M+1)R

.

For any Θ ∈ S, singular value decomposition gives Θ = UΣVT, where ∥Σ∥F ≤ 1. We will construct an ϵ-net for S
by covering the set of permisible U, Σ and V. Let D be the set of diagonal matrices with nonnegative diagonal entries
and Frobenious norm less than or equal to one. We take Dϵ/3 be an ϵ/3-net for D with |Dϵ/3| ≤ (9/ϵ)R. Next, let
ON,R = {U ∈ RN×R : UTU = I}. To cover ON,R, we use the ∥ · ∥1,2 norm defined as

∥U∥1,2 = max
i
∥ui∥ℓ2 ,

where ui denotes the ith column of U. Let QN,R = {U ∈ RN,R : ∥U∥1,2 ≤ 1}. It is easy to see that ON,R ⊂ QN,R

since the columns of an orthogonal matrix are unit normed. We see that there is an ϵ/3-net Oϵ/3
N,R for ON,R obeying

|Oϵ/3
N,R| ≤ (9/ϵ)NR. Similarly, let PM,R = {V ∈ RM×R : VTV = I}. By the same argument, there is an ϵ/3-net

Pϵ/3
M,R for PM,R obeying |Pϵ/3

M,R| ≤ (9/ϵ)MR. We now let Sϵ = {ŪΣ̄V̄
T
: Ū ∈ Oϵ/3

N,R, V̄ ∈ P
ϵ/3
M,R, Σ̄ ∈ Dϵ/3}, and

remark |Sϵ| ≤ |Oϵ/3
N,R||P

ϵ/3
M,R||Dϵ/3| ≤ (9/ϵ)(N+M+1)R. It remains to show that for all Θ ∈ S , there exists Θ̄ ∈ Sϵ with

∥Θ− Θ̄∥F ≤ ϵ.

Fix Θ ∈ S and decompose it as Θ = UΣVT. Then, there exists Θ̄ = ŪΣ̄V̄
T ∈ Sϵ with Ū ∈ Oϵ/3

N,R, V̄ ∈ P
ϵ/3
M,R, Σ̄ ∈

Dϵ/3 satisfying ∥U− Ū∥1,2 ≤ ϵ/3, ∥V − V̄∥1,2 ≤ ϵ/3 and ∥Σ− Σ̄∥F ≤ ϵ/3. This gives

∥Θ− Θ̄∥F = ∥UΣVT − ŪΣ̄V̄
T∥F

= ∥UΣVT − ŪΣVT + ŪΣVT − ŪΣ̄VT + ŪΣ̄VT − ŪΣ̄V̄
T∥F

≤ ∥(U− Ū)ΣVT∥F + ∥Ū(Σ− Σ̄)VT∥F + ∥ŪΣ̄(V − V̄)T∥F.

For the first term, since V is an orthogonal matrix,

∥(U− Ū)ΣVT∥2F = ∥(U− Ū)Σ∥2F
≤ ∥Σ∥2F∥U− Ū∥21,2 ≤ (ϵ/3)2.

By the same argument, ∥ŪΣ̄(V − V̄)T∥F ≤ ϵ/3 as well. Lastly, ∥Ū(Σ − Σ̄)VT∥F = ∥Σ − Σ̄∥F ≤ ϵ/3. Therefore,
∥Θ− Θ̄∥F ≤ ϵ, showing that Sϵ is an ϵ-net for S with respect to the Frobenious norm.

Next, we will construct an α-net for L given in equation 3.5. Let κ =
√
NM . We start by noting that for all Θ ∈ L, the

Frobenious norm obeys ∥Θ∥F ≤ κ. Then, define X = 1
κΘ ∈ S and Lα :=

{
κX̄ : X̄ ∈ Sϵ

}
. We previously showed that

for any X ∈ S, there exists X̄ ∈ Sϵ such that ∥X− X̄∥F ≤ ϵ. Therefore, for any Θ ∈ L, there exists Θ̄ = κX̄ ∈ Lα such
that ∥Θ− Θ̄∥F ≤ κϵ. Setting ϵ = α/κ, we obtain that Lα is an α-net for L with respect to the Frobenious norm. Finally,
the size of Lα obeys

|Lα| = |Sα/κ| ≤ (9κ/α)
(N+M+1)R

.

This completes the proof.

D PROOFS FOR CONTEXTUAL ALLOCATION AND PRICING

Let Θ∗ ∈ F := {Θ ∈ RM×R : ∃F ∈ RN×R,Θ = FΦT, ∥F∥2,∞ ≤ 1} for some known item feature matrix Φ ∈ RM×R

that satisfy ∥Φ∥2,∞ ≤ 1. This condition is the same as having each row [Θ∗]u,: belonging to the set F̃ := {θ : ∃f ∈
RR,θ = Φf , ∥f∥2 ≤ 1}. In other words,

Θ∗ ∈ F ⇐⇒ [Θ∗]u,: ∈ F̃ ,∀u ∈ N .

Hence, we can construct separate confidence sets for each row of the matrix Θ∗. The confidence sets that we construct are
centered around the regularized least square estimates. For each user u, we let the cumulative squared prediciton error at
time t be

Lt
2,u(θ) =

t−1∑
τ=1

∑
i:(u,i)∈Aτ

(θi −Rτ
ui)

2, (D.1)
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and define the regularized least squares estimate at time t as

θ̂
t

u = argmin
θ∈F̃

{
Lt
2,u(θ) + γ∥θ − θ◦

u∥22
}
, (D.2)

where θ◦
u = [Θ◦]u,: is the u-th row of Θ◦. Then, the confidence sets take the form Ctu := {θ ∈ F̃ : ∥θ− θ̂

t

u∥Et
2,u
≤ √ρt}

where ρt is an appropriately chosen confidence parameter, and the regularized empirical L2-norm ∥ · ∥Et
2,u

of user u is
defined by

∥δ∥2Et
2,u

:=

t−1∑
τ=1

∑
i:(u,i)∈Aτ

⟨δ, ei⟩2 + γ∥δ∥22 =

d∑
i=1

(ntui + γ)(δi)
2.

Similar to our analysis in the low-rank setting, we start with providing the following guarantee for the confidence regions
Ctu. First, we let

ρ∗t (δ, α, γ) := 8Rη2 log (3N/(αδ)) + 2αtM
[
8B +

√
8η2 log(4MNt2/δ)

]
+ 4γG2.

Lemma D.1. For any δ > 0, α > 0 and γ > 0, if

Ctu = {θ ∈ F̃ : ∥θ − θ̂
t

u∥Et
2,u
≤
√
ρ∗t (δ, α, γ)} (D.3)

for all t ∈ N, then
P
(
θ∗
u ∈ Ctu ,∀t ∈ N

)
≥ 1− 2δ/N. (D.4)

Proof. We start by computing the covering numberN (F̃ , α, ∥ · ∥2). Let Bα be an α covering of the ball B := {f : ∥f∥2 ≤
1} in L2-norm. Then, for any θ ∈ F̃ , there exists f ∈ B such that θ = ΦT f and fα ∈ Bα such that ∥fα − f∥2 ≤ α.
Hence, for θα = ΦT fα, we have ∥θ − θα∥2 = ∥ΦT (f − fα)∥2 ≤ α. Therefore, the set F̃α := {θ : θ = ΦT f , f ∈ Bα}
is an α cover of F̃ in L2-norm. Taking the minimum over the size of covers, we obtain N (F̃ , α, ∥ · ∥2) ≤ (3/α)R.
Then, the result follows from Lemma C.3 by setting N = 1 (since we are only considering a single row) and writing
N (F̃ , α, ∥ · ∥2) ≤ (3/α)R.

Now, in order to combine the guarantees for confidence intervals of different users in a single expression, let us define
empirical L2,∞-norm as

∥∆∥Et
2,∞

:= max
u∈N
∥[∆]u,:∥Et

2,u

In other words, ∥∆∥Et
2,∞

is equal to the maximum of emprical L2-norms for the rows of ∆.

Then, we have the following guarantee

Lemma D.2. For any δ > 0, α > 0 and γ > 0, if

Ct = {Θ ∈ F : ∥Θ− Θ̂t∥Et
2,∞
≤
√
ρ∗t (δ, α, γ)} (D.5)

for all t ∈ N, then
P (Θ∗ ∈ Ct ,∀t ∈ N) ≥ 1− 2δ. (D.6)

Proof. We recall the definition of Θ̂t:

Θ̂t = argmin
Θ∈F

{
L2,t(Θ) + γ∥Θ−Θ∥2F

}
. (D.7)

Furthermore, note that L2,t(Θ) =
∑

u∈N Lt
2,u([Θ]u,:) and ∥Θ−Θ∥2F =

∑
u∈N ∥[Θ]u,: − θ◦

u∥22. Therefore, the rows of

Θ̂t are equal to θ̂
t

u. Hence, by a union bound applied to Lemma D.1, the result follows.
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Now, we continue with showing an analog of Lemma C.4 for confidence regions Ct
Lemma D.3. Let Xt ∈ Xt and Θ ∈ Ct. Then,

|⟨Θ− Θ̂
t
,Xt⟩| ≤ wt

√
|Nt|ρt (D.8)

where wt = ∥Xt∥A−1
t

is the ”confidence width” of an action Xt at time t.

Proof. Let ∆ = Θ− Θ̂
t
. Then,

|⟨∆,Xt⟩| = |
∑
u∈Nt

∑
i:(u,i)∈At

∆ui|

≤
∑
u∈Nt

∑
i:(u,i)∈At

|∆ui|

≤
∑
u∈Nt

 ∑
i:(u,i)∈At

(ntui + γ)∆2
ui

1/2 ∑
i:(u,i)∈At

1

(ntui + γ)

1/2

≤
∑
u∈Nt

√
ρt

 ∑
i:(u,i)∈At

1

(ntui + γ)

1/2

≤ √ρt
∑
u∈Nt

 ∑
i:(u,i)∈At

1

(ntui + γ)

1/2

≤ √ρt

|Nt|
∑
u∈Nt

∑
i:(u,i)∈At

1

(ntui + γ)

1/2

≤ wt

√
|Nt|ρt

Lemma D.4. Define the regret at time t as rt := ⟨X∗
t ,Θ

∗⟩ − ⟨Xt,Θ
∗⟩. If Θ∗ ∈ Ct, then

rt ≤ ⟨Xt,Θt −Θ∗⟩ ≤ 2wt

√
|Nt|ρt.

Proof. The proof is similar to the proof of Lemma C.6 using the results of previous lemma.

Theorem D.5. If γ ≥ 1 and Θ∗ ∈ Ct for all t ≤ T , then the T period social welfare regret is bounded by

RSW (T, π) ≤

√
8nNMρ∗T (δ, α, γ)T log

(
1 +

T

γ

)

Proof. Recall the definition of instantaneous regret at time t: rt = ⟨X∗
t ,Θ

∗⟩ − ⟨Xt,Θ
∗⟩. Assuming that Θ∗ ∈ Ct for all

t ≤ T , we have

RSW (T, π) =

T∑
t=1

rt

≤

(
T

T∑
t=1

r2t

)1/2

≤

(
4nρTT

T∑
t=1

w2
t

)1/2

,
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where the last step follows from Lemma D.5. Then, using Lemma C.9, we prove the result.

Theorem D.6. If the offered prices are pt = p̄t, and Θ∗ ∈ Ct for all t ≤ T , then the T period instability is bounded as

RI(T, π) ≤

√
8nNMρ∗T (δ, α, γ)T log

(
1 +

T

γ

)
. (D.9)

Proof. Using Lemma C.12 and D.4,

RI(T, π) ≤
T∑

t=1

⟨Xt,Θt −Θ∗⟩

≤ 2

√√√√nρTT

T∑
t=1

w2
t

≤

√
8nρTNMT log

(
1 +

T

γ

)
.

Lemma D.7. For any νt ≥ 0, if Θ∗ ∈ Ct, then

∑
(u,i)∈At

1
{
∆t

ui ≥ νt
}
≤

2wt
√
nρt

νt
.

Proof. Using Lemma D.3, ∑
(u,i)∈At

1
{
∆t

ui ≥ νt
}
≤ 1

νt

∑
(u,i)∈At

∣∣∆t
ui

∣∣
≤

2wt
√
nρt

νt
.

D.1 Extension to the Model with Acceptance/Rejection Options

Theorem D.8. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where νt =
ν
√
wt for some ν ≥ 0, and Θ∗ ∈ Ct for all t ≤ T , then the T period social welfare regret is bounded as

RSW (T, π) ≤
(
8NMnρTT log

(
1 +

T

γ

))1/2

+
2

ν

(
2NMT 3n2ρ2T log

(
1 +

T

γ

))1/4

.

Proof. Recall the definition of instantaneous regret at time t in the model with acceptance/rejection options:

r̃t :=
∑

(u,i)∈A∗
t

Θ∗
ui −

∑
(u,i)∈At

Θ∗
ui1{Θ∗

ui ≥ pti}.

Recalling the definition of rt, similar to proof of Lemma C.16, we can write

r̃t ≤ rt +
∑

(u,i)∈At

1{∆t
ui > νt}.
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Then, we have

RSW (T, π) =

T∑
t=1

r̃t

≤
T∑

t=1

rt +

T∑
t=1

∑
(u,i)∈At

1{∆t
ui > νt}

≤

(
T

T∑
t=1

r2t

)1/2

+ 2
√
nρT

T∑
t=1

wt

νt

≤

(
T

T∑
t=1

r2t

)1/2

+
2

ν

(
T 3n2ρ2T

T∑
t=1

w2
t

)1/4

≤
(
8NMnρTT log

(
1 +

T

γ

))1/2

+
2

ν

(
2NMT 3n2ρ2T log

(
1 +

T

γ

))1/4

.

Theorem D.9. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where νt =
ν
√
wt for some ν ≥ 0, and Θ∗ ∈ Ct for all t ≤ T , then the T period instability is bounded as

RI(T, π) ≤
(
8nρTNM log

(
1 +

T

γ

))1/2

+ νnM

(
2NMT 3 log

(
1 +

T

γ

))1/4

.

Proof. Using Lemma C.17 and D.4,

RI(T, π) ≤
T∑

t=1

⟨Xt,Θt −Θ∗⟩+ νnM

T∑
t=1

√
wt

≤ 2
√
nρT

T∑
t=1

wt + νnM

T∑
t=1

√
wt

≤
(
8nρTNM log

(
1 +

T

γ

))1/2

+ νnM

(
2NMT 3 log

(
1 +

T

γ

))1/4

.

Theorem D.10. In the model with acceptance/rejection options, if the offered prices pt satisfy pt = p̄t − νt where

νt = ν
√
wt for ν =

(
4ρT

nM2

)1/4
, then, with probability 1− 2δ, the algorithm results in regrets that satisfy

RSW (T, π) ≤
√
κTnMT + (κT )

1
4 (nMT )

3
4

RI(T, π) ≤
√
κTnMT + (κT )

1
4 (nMT )

3
4 ,

where κT = 8NρT log(1 + T/γ).

Proof. We have

RSW (T, π) ≤
(
8NMnρTT log

(
1 +

T

γ

))1/2

+
2

ν

(
2NMT 3n2ρ2T log

(
1 +

T

γ

))1/4

= (κTnMT )
1
2 + (κT )

1
4 (nMT )

3
4 .

Similarly, we have

RI(T, π) ≤
(
8nρTNM log

(
1 +

T

γ

))1/2

+ νnM

(
2NMT 3 log

(
1 +

T

γ

))1/4

= (κTnMT )
1
2 + (κT )

1
4 (nMT )

3
4 .
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Theorem D.11. In the model with acceptance/rejection options, Letting δ = O((NMT )−1), α = O((NMT )−1), γ = 1

and ν = O
((

η2nR
N2M2

)1/4)
results in regret bounds that satisfy

RSW (T, π) = Õ
((
η2nR

) 1
4 (NMT )

3
4

)
RI(T, π) = Õ

((
η2nR

) 1
4 (NMT )

3
4

)
.

Proof. By Theorem D.10, with probability 1,

RSW (T, π) ≤ (1− 2δ)
(
(κTNMT )

1
2 + (κT )

1
4 (NMT )

3
4

)
+ 2δNMT.

Similarly, with probability 1, we have

RI(T, π) ≤ (1− 2δ)
(
(κTNMT )

1
2 + (κT )

1
4 (NMT )

3
4

)
+ 2δNMT.

Letting δ =∈ O((NMT )−1), α ∈ O((NMT )−1), γ ∈ O(1), we conclude the proof.

E MARTINGALE EXPONENTIAL INEQUALITIES

Consider a sequence of random variables (Zn)n∈N adapted to the filtration (Hn)n∈N. Assume E[exp(λZi)] is finite for all
λ. Define the conditional mean µi = E[Zi|Hi−1], and define the conditional cumulant generating function of the centered
random variable [Zi − µi] by ψi(λ) := logE[exp(λ[Zi − µi])|Hi−1]. Let

Mn(λ) = exp

{
n∑

i=1

λ[Zi − µi]− ψi(λ)

}
.

Lemma E.1. (Mn(λ))n∈N is a martingale with respect to the filtration (Hn)n∈N, and E[Mn(λ)] = 1.

Proof. By definition, we have

E[M1(λ)|H0] = E[exp{λ[Z1 − µ1]− ψ1(λ)}|H0] = 1.

Then, for any n ≥ 2,

E[Mn(λ)|Hn−1] = E[Mn−1(λ) exp{λ[Zn − µn]− ψn(λ)}|Hn−1]

=Mn−1(λ)E[exp{λ[Zn − µn]− ψn(λ)}|Hn−1]

=Mn−1(λ),

since Mn−1(λ) is a measurable function of the filtrationHn−1.

Lemma E.2. For all x ≥ 0 and λ ≥ 0,

P

(
n∑

i=1

λZi ≤ x+

n∑
i=1

[λµi + ψi(λ)] ,∀t ∈ N

)
≥ 1− e−x.

Proof. For any λ, (Mn(λ))n∈N is a martingale with respect to (Hn)n∈N and E[Mn(λ)] = 1 by Lemma E.1. For arbitrary
x ≥ 0, define τx = inf{n ≥ 0|Mn(λ) ≥ x} and note that τx is a stopping time corresponding to the first time Mn crosses
the boundary x. Since τ is a stopping time with respect to (Hn)n∈N, we have E[Mτx∧n(λ)] = 1. Then, by Markov’s
inequality

xP(Mτx∧n(λ) ≥ x) ≤ E[Mτx∧n(λ)] = 1.
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Noting that the event {Mτx∧n(λ) ≥ x} =
⋃n

k=1{Mk(λ) ≥ x}, we have

P

(
n⋃

k=1

{Mk(λ) ≥ x}

)
≤ 1

x
.

Taking the limit as n → ∞, and applying monotone convergence theorem shows that P (
⋃∞

k=1{Mk(λ) ≥ x}) ≤ 1
x or

P (
⋃∞

k=1{Mk(λ) ≥ ex}) ≤ e−x. Then, by definition of Mk(λ), we conclude

P

( ∞⋃
k=1

{
n∑

i=1

λ[Zi − µi]− ψi(λ) ≥ x

})
≤ e−x.

F IMPLEMENTATION VIA ALTERNATING OPTIMIZATION

In order to efficiently solve the least squares problem given in line 2 of Algorithm 1 as well as the OFU problem (3.1) in
large scales, we take advantage of the matrix factorization model. As a result, we factorize Θ = FΦT where F ∈ RN×R

and Φ ∈ RM×R, and solve the problems by optimizing over F and Φ rather than directly optimizing over Θ. Even if the
least squares problem is not convex in the joint variable (F, Φ), it is convex in F for fixed Φ and it is convex in Φ for fixed
F. Therefore, an alternating minimization algorithm becomes a feasible choice to find a reasonable solution for the least
squares problem even in the case with unknown Φ matrix. Similarly, an alternating minimization approach is also useful
to solve the problem (3.1). We can fix an allocation X and minimize over F and Φ. Then, for fixed F and Φ, the allocation
X and prices p̄ are determined through the linear program described in the section 2.1. Note that converged Θ̂t and Xt are
not necessarily the optimum solution in the case with unknown Φ matrix, since the optimization problems are not convex.
However, the alternating optimization algorithm guarantees that the objective value only improves in each iteration of the
alternating optimization.

The following algorithm describes an efficient implementation of CX-ILAP algorithm.

Algorithm 2 CX-ILAP with Alternating Optimization

Require: horizon T , initial estimate Θ◦ with ∥Θ◦ −Θ∗∥F ≤ G, parameters δ, α, ν > 0, γ ≥ 1.
for t = 1, 2, . . . , T do

randomly initialize F̂ and Φ̂

F̂← argminF∈RN×R

{∑t−1
τ=1

∑
(u,i)∈Aτ

(fT
uϕi −Rτ

ui)
2 + γ∥FΦT −Θ◦∥2F

}
Θ̂t ← F̂ΦT

X← 1N×M , F← F̂, Φ← Φ̂
while convergence criterion not satisfied do

F← argmaxF∈RN×R⟨X,FΦT⟩ s.t. ∥FΦT − Θ̂t∥Et
2,∞
≤
√
ρ∗t (δ, α, γ)

Θ← FΦT

(X, p̄)← optimal primal-dual variables for the problem maxX∈Xt
⟨X,Θ⟩

end while
(Xt, p̄t)← (X, p̄)
pt = p̄t − ν

√
wt for wt defined in (3.4)

Offer the allocation Xt together with prices pt

Observe Rt
ui for all (u, i) ∈ At

end for

The following algorithm describes an efficient implementation of LR-ILAP algorithm using matrix factorization.
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Algorithm 3 LR-ILAP with Alternating Optimization using Matrix Factorization

Require: horizon T , initial estimate Θ◦ with ∥Θ◦ −Θ∗∥F ≤ G, parameters δ, α, ν > 0, γ ≥ 1.
for t = 1, 2, . . . , T do

randomly initialize F̂ and Φ̂
while convergence criterion not satisfied do

F̂← argminF∈RN×R

{∑t−1
τ=1

∑
(u,i)∈Aτ

(fT
uϕi −Rτ

ui)
2 + γ∥FΦ̂

T
−Θ◦∥2F

}
Φ̂← argminΦ∈RM×R

{∑t−1
τ=1

∑
(u,i)∈Aτ

(fT
uϕi −Rτ

ui)
2 + γ∥F̂ΦT −Θ◦∥2F

}
end while
Θ̂t ← F̂Φ̂

T

X← 1N×M , F← F̂, Φ← Φ̂
while convergence criterion not satisfied do

while convergence criterion not satisfied do
F← argmaxF∈RN×R⟨X,FΦT⟩ s.t. ∥FΦT − Θ̂t∥Et

2
≤
√
β∗
t (δ, α, γ)

Φ← argmaxΦ∈RM×R⟨X,FΦT⟩ s.t. ∥FΦT − Θ̂t∥Et
2
≤
√
β∗
t (δ, α, γ)

end while
Θ← FΦT

(X, p̄)← optimal primal-dual variables for the problem maxX∈Xt
⟨X,Θ⟩

end while
(Xt, p̄t)← (X, p̄)
pt = p̄t − ν

√
wt for wt defined in (3.4)

Offer the allocation Xt together with prices pt

Observe Rt
ui for all (u, i) ∈ At

end for

G ADDITIONAL EXPERIMENTAL RESULTS AND DETAILS

All experiments are implemented in Python and carried out on a cluster with Lenovo NeXtScale nx360m5 nodes equipped
with two Intel Xeon 12-core Haswell processors (24 cores per node) with core frequency 2.3 GHz and 64 GB of memory.
We solve the allocation program (2.1) using large-scale mixed integer programming (MIP) solver packages to have efficient
computations.

Parameter setup:

• In all data sets, Θ∗ is scaled such that ∥Θ∗∥∞ ≤ 1.

• Standard deviation of the rewards: η = 0.2.

• In the static setting, dtu = 1 for all u ∈ [N ].

• In the dynamic setting, dtu = 1 with probability 0.2, 0 otherwise, independently for each u ∈ [N ].

• Cmax = ceil
(

1
M

∑N
u=1 d

t
u

)
.

• ct,i are uniformly sampled over {1, . . . , Cmax} independently for each t ∈ [T ] and i ∈ [M ].

In Figures 3, 4, 5 and 6, we provide detailed results for different experimental settings described in Section 4.
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ILAP (Proposed Algorithm) RWE IR CUCB Optimum Social Welfare

Figure 3: Experimental results for synthetic data in a static setting with N = 250, M = 200, R = 20. The experiments
are run on 20 problem instances and means are reported together with error regions that indicate one standard deviation of
uncertainty.
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Figure 4: Experimental results for synthetic data in a dynamic setting with N = 350, M = 50, R = 10, probability of
activity 0.2. The experiments are run on 20 problem instances and means are reported together with error regions that
indicate one standard deviation of uncertainty.
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Figure 5: Experimental results for MovieLens 100k data in a static setting. The experiments are run on 20 problem
instances and means are reported together with error regions that indicate one standard deviation of uncertainty.
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Figure 6: Experimental results for Yelp data in a static setting. The experiments are run on 20 problem instances and means
are reported together with error regions that indicate one standard deviation of uncertainty.
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