Manifold Restricted Interventional Shapley Values

Muhammad Faaiz Taufiq'
University of Oxford

Abstract

Shapley values are model-agnostic methods for
explaining model predictions. Many commonly
used methods of computing Shapley values,
known as off-manifold methods, rely on model
evaluations on out-of-distribution input samples.
Consequently, explanations obtained are sensi-
tive to model behaviour outside the data distri-
bution, which may be irrelevant for all practical
purposes. While on-manifold methods have been
proposed which do not suffer from this prob-
lem, we show that such methods are overly de-
pendent on the input data distribution, and there-
fore result in unintuitive and misleading explana-
tions. To circumvent these problems, we propose
ManifoldShap, which respects the model’s do-
main of validity by restricting model evaluations
to the data manifold. We show, theoretically and
empirically, that ManifoldShap is robust to off-
manifold perturbations of the model and leads to
more accurate and intuitive explanations than ex-
isting state-of-the-art Shapley methods.

1 INTRODUCTION

Explaining model predictions is highly desirable for reli-
able applications of machine learning. This is especially
important in risk-sensitive settings like medicine and credit
scoring [Hakkoum et al., 2022, Lee et al., 2019, Ahmad
etal., 2018, Kvamme et al., 2018] where an incorrect model
prediction could prove very costly. Explainability is be-
coming increasingly relevant because of regulations like
the General Data Protection Regulation [Regulation, 2016],
which may require being able to explain model predictions
before deploying a model in the real world. This is less of
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a challenge in models like linear models and decision trees,
which tend to be easier to interpret. However, the same is
not true for more complex models like Neural Networks,
where explaining predictions may not be straightforward
[Ribeiro et al., 2016].

Explainable Al is an area of machine learning which aims
to provide methodologies for interpreting model predic-
tions. Various different techniques of explaining models
have been proposed, with each approach satisfying dif-
ferent properties [Linardatos et al., 2021]. In this paper,
we focus on Shapley values [Strumbelj and Kononenko,
2010, 2014, Lundberg and Lee, 2017], a popular approach
for quantifying feature relevance, which is model-agnostic,
i.e., is independent of model implementation. Addition-
ally, this is a local explanation method, i.e., it can be used
to explain individual model predictions. Shapley values
are based on ideas from cooperative game theory [Bilbao,
2000] and come with various desirable theoretical proper-
ties [Sundararajan and Najmi, 2020] which make it a very
attractive method in practice.

At a high-level, Shapley values treat features as ‘players’
in a game, where the total payout is the model prediction
at a given point. To quantify the feature importance, this
method distributes the total payout among each player in
a ‘fair’ manner using a value function. Different types
of Shapley value functions have been proposed which dif-
fer in the way they distribute payout among players [Sun-
dararajan and Najmi, 2020, Frye et al., 2021]. These can be
broadly divided into two categories: (i) on-manifold value
functions, which only depend on the model behaviour on
the input data distribution, and (ii) off-manifold value func-
tions which also depend on the model behaviour outside
the input data distribution.

Off-manifold Shapley values are not robust to changes in
model behaviour outside the data distribution. This means
that the explanations obtained using these methods may be
highly influenced if the model behaviour outside the data
distribution changes, even if it remains fixed on the data
distribution [Frye et al., 2021, Slack et al., 2020, Yeh et al.,
2022]. Such changes to the model can change the Shap-
ley values drastically, resulting in misleading explanations,
and can even be used to hide model biases. On the other
hand, while the on-manifold Shapley values are robust to
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Figure 1: The datapoints at which model is evaluated when
computing Shapley values for test point x, along with the
data manifold. Off-manifold methods evaluate the model
outside the data manifold whereas our proposal, Manifold-
Shap, restricts model evaluations to the data manifold.

such model perturbations, the explanations obtained are
highly sensitive to changes in the feature distribution. Ad-
ditionally, these methods do not capture the causal contri-
bution of features as they attribute importance based on fea-
ture correlations. For example, we show that on-manifold
Shapley values can be ‘fooled’ into attributing similar im-
portance to two positively correlated features, even if the
model depends on only one of them.

In this paper, we bridge this gap between on-manifold and
off-manifold Shapley values by proposing ManifoldShap
(illustrated in Figure 1), a Shapley value function, which
remains robust to changes in model behaviour outside the
data distribution, while estimating the causal contribution
of features. We show that ManifoldShap is significantly
less sensitive to changes in the feature distribution than
other on-manifold value functions. We extend the formal
notion of robustness in Yeh et al. [2022] by providing an
alternative definition which may be more desirable in many
cases. We additionally show that our proposed method sat-
isfies both notions of robustness, while other methods do
not. Moreover, ManifoldShap satisfies a number of other
desirable properties which we verify theoretically and em-
pirically on real-world datasets.

2 SHAPLEY VALUES

In this section, we will introduce Shapley values for model
explainability. For any given model f : X — ), our goal
is to obtain localised model explanations at a given point
X € X. We assume that ¥ C R% and Y C R.

Shapley values [Strumbelj and Kononenko, 2010, 2014,
Lundberg and Lee, 2017] provide a natural tool for ob-
taining such explanations. For a specific input x, Shapley
values define a way of distributing the difference between
f(x) and a baseline, which we denote as by, among the d
input features. This can naturally be interpreted as the con-
tribution of each feature towards the difference f(x) — by,
and is commonly referred to as feature attributions. One
possible choice of baseline explored in the literature is the

model evaluated at an auxiliary input X/, i.e., by = f(x').
Alternatively, many methods use the average model output
E[f(X)] as the baseline, i.e., by = E[f(X)]. This can be
used to explain why the output at a point x deviates from
the average output. The average output provides a more in-
tuitive and interpretable baseline compared to the choice of
an auxiliary input x’, which can be arbitrary. In this work,
we therefore restrict our attention to the latter category.

As an example, consider a model which predicts an indi-
vidual’s salary, with input features corresponding to indi-
vidual’s information. If feature ¢ € [d] represents the age
of the individual, the attribution for feature ¢, which we will
denote as ¢;, tells us the contribution of individual’s age to
the salary prediction for x, relative to the average salary
prediction, i.e., f(x) — E[f(X)]. To compute the contri-
bution for feature ¢ at x, Shapley values consider a value
function v : 2l9 — R where v may implicitly depend on x.
Given a subset S C [d] \ {¢}, we can intuitively interpret
the difference v(S U {i}) — v(S) as the contribution of fea-
ture ¢ w.r.t. the set S. Next, the Shapley values for feature
i is defined as a weighted sum over all possible subsets .S:

> BRI D50 ) - (s,
SCld]\{i}

¢; =

The quantity ¢; can be intuitively considered as the average
contribution of feature ¢ to the prediction at x. In order for
the explanations obtained to be interpretable and intuitive,
the value function v must be chosen such that it satisfies
a number of desirable properties. We present some of the
most important such properties here:

1. Sensitivity: If f does not depend on z;, then v(S U
{i}) = v(S5), and hence ¢; = 0.

2. Symmetry: If f is symmetric in components ¢ and j
and z; = z;, then v(SU{i}) = v(SU{j}) and hence
bi = ¢;.

3. Efficiency: If ¢; denotes the attribution of feature ¢ to
f(x) =E[f(X)], then v([d]) —v(0) = f(x) = E[f(X)]
and hence, ), ¢; = f(x) — E[f(X)].

Next, we present various commonly used value functions,
which can be classified into off-manifold and on-manifold
value functions.

2.1 Off-Manifold Value Functions

This class of value functions does not restrict function eval-
uations to the data distribution, and consequently, comput-
ing Shapley values involves evaluating the model on out-of-
distribution inputs, where the model has not been trained
(see Figure 1). The most commonly used off-manifold
value function is Marginal Shapley (MS) (also called RB-
Shap [Sundararajan and Najmi, 2020]):
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Marginal Shapley (MS).
vit(8) = E[f(xs,X35)]-

Specifically, Marginal Shapley takes the expectation of
f(xs,Xg) over the marginal density of Xg.

In addition to this, there has been some recent work propos-
ing a causal perspective when computing Shapley values
[Janzing et al., 2020, Heskes et al., 2020, Jung et al., 2022].
Specifically, these works observe that manually fixing the
values of features Xg to xg when computing Shapley val-
ues, corresponds to intervening on the feature values. In
Pearl’s do calculus [Pearl, 2000, 2012], this is expressed as
do(Xs = xg). This leads to the definition of Interventional
Shapley (IS) value functions:

Interventional Shapley (IS).
v (8) = E[f(X) | do(Xs = xs)]. 0

A detailed discussion of how Interventional Shapley differs
from other non-causal value functions has been deferred
to Section 2.4. How to compute v;>;(S) depends on the
causal structure of the features. Janzing et al. [2020] only
consider the causal relations between the function inputs
and outputs, rather than between the real-world features
and the true output Y. This corresponds to the set-up in
Figure 2, where the true feature values X; are formally dis-
tinguished from the features X; input into the function, f,
with X; being a direct causal descendant of X; and no in-
teractions between X;. In this set-up, intervening on Xg
yields the following interventional distribution:

p(X5 | do(Xs = x5)) = p(X3).

In this case, the value function, U,I‘Sf(S) can straightfor-
wardly be computed as

vy () =E[f(X) | do(Xs = x)|=Exsup(xs) [ (x5, X5)]

object with features

G

Figure 2: Causal structure considered in Janzing et al.
[2020]. The true features are X; while features input into
the model are X;.

This is equivalent to Marginal Shapley.  Therefore,
Marginal Shapley can be considered a special case of Inter-
ventional Shapley. In contrast, Heskes et al. [2020] seeks to

estimate the causal contributions of the real-world features
towards the true output Y, and therefore, does not distin-
guish between the true features and the features input into
the model. The resulting IS value function also takes into
account the causal relations among the true features them-
selves.

2.2 On-Manifold Value Functions

These value functions only rely on function values in data
distribution when computing Shapley values. As a result,
any changes in the function outside data distribution does
not change the explanations obtained. One of the first on-
manifold value functions proposed was Conditional Expec-
tation Shapley (CES) [Sundararajan and Najmi, 2020]:

Conditional Expectation Shapley (CES).
i (8) = E[f(X) | X5 = xs].

Unlike Marginal Shapley, CES takes the expectation of
f(xs,Xg) over the conditional density of Xg given Xg =
Xs (and not the marginal density of Xg). This has unde-
sired implications for the obtained Shapley values, which
we discuss in detail in Section 2.4.

Apart from this, recently Yeh et al. [2022] proposed Joint
Baseline Shapley (JBShap), a value function which aims to
make Shapley values robust to model changes in regions of
low data-density. This value function explicitly takes the
density p(x) into consideration when calculating explana-
tions:

Joint Baseline Shapley (JBShap).

J

Ux,f,p(s) = f(X37X{§)p(X57X,I§')7

where x’ is an auxiliary baseline. The authors also pro-
pose an extension of JBShap, called Random Joint Base-
line Shapley (RJBShap) where the value function averages
over all possible baseline values:

Random Joint Baseline Shapley (RJBShap).

o (S) =B, x o) [f (x5, Xg)p(xs, X35)]-

Here, p;(Xg) is some prior distribution over features x7.
A natural choice of prior is the marginal density p(Xg),
which we use to compute RJBShap later.

Having listed the most relevant on and off manifold value
functions, we discuss their limitations in the following sec-
tions. This will motivate our proposal of an alternative
value function, which aims to circumvent these limitations.

2.3 Limitations of off-manifold value functions

As Slack et al. [2020], Frye et al. [2021] point out, depen-
dence of Shapley explanations on off-manifold behaviour
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of the model can be problematic. For example, computing
Interventional Shapley at x requires evaluating the model at
points (xg,Xg) for S C [d] where X5 ~ p(Xg | do(Xs =
Xg)). Such points may lie outside the distribution of train-
ing data, where the model was not trained. Consider a
model which is identical to the ground truth function on the
data distribution. The train/test errors of the model will be
0, suggesting that it captures the ground truth function per-
fectly. However, if the model differs from the ground truth
outside the data distribution, the model’s Shapley values
may be drastically different from the ground truth Shapley
values, resulting in highly misleading explanations.

This limitation of off-manifold Shapley values can be ex-
ploited to ‘fool’ Shapley values into hiding model biases.
In Slack et al. [2020], the authors consider models which
are highly biased on the data manifold (i.e., solely rely on
sensitive features, like racial background, for predictions).
They show that these models can be perturbed outside the
data manifold in such a way that the resulting Shapley val-
ues give no attribution to the sensitive features, despite the
models relying solely on these sensitive features on the
data manifold. Therefore, off-manifold Shapley values are
highly vulnerable to off-manifold manipulations.

2.4 Limitations of on-manifold value functions

While the on-manifold value functions do not consider
model behaviour outside data distribution, the existing
methods can lead to unintuitive or misleading Shapley ex-
planations as they do not consider the causal contributions
of features, and are highly sensitive to feature correlations.
Specifically, as Janzing et al. [2020] point out, when com-
puting feature contributions at x, the value function for a
subset S, v(.9), must capture the effect of fixing the feature
values X to xg. This is not given by E[f(X) | Xg = xg]
as in CES, because observing Xg = xg also changes the
distribution of X5. Instead, the impact of setting Xg to Xg
is captured by E[f(X) | do(Xs = Xg)], which in general
is different from conditional expectation. Therefore, In-
terventional Shapley is inherently proposed to capture the
causal effect of fixing feature values.

Since CES considers the conditional expectation E[f(X) |
Xs = xg| when computing Shapley values, the resulting
Shapley values are highly influenced by feature correla-
tions. As a result, two highly correlated features may re-
ceive similar feature attributions even if the model under
consideration depends on only one of them. We make this
concrete with an example in Appendix D. We also demon-
strate empirically in Section 5 and Appendix G that CES
can be highly sensitive to the feature correlations, and con-
sequently can lead to wrong explanations. Additionally,
computing CES is computationally challenging when the
feature-space is continuous. While Frye et al. [2021] pro-
pose training a surrogate model g with masked inputs to es-
timate the conditional expectation (see Appendix E), train-

ing g is even more difficult than training the model f.

Aside from this, the JBShap and RIBShap value functions
proposed by Yeh et al. [2022], explain the feature contri-
butions for the function f,(x) = f(x)p(x), rather than
f(x) itself. Specifically, RIBShap explain the contribu-
tion of individual features towards the difference fp(x) —
Ep, x| fp(X)} This means that the resulting Shapley val-
ues therefore do not explain the underlying function f it-
self. We make this more concrete with an example with
X C R2:

X ~N(0,15), f(x)=-exp(z7/2). )
For this example, f,(x) only depends on x5 and conse-
quently, the RIBShap values for feature 1, ¢; = 0, for all
x € X, even though the function f(x) only depends on z;.
RJIBShap can therefore lead to highly misleading explana-
tions. We confirm this empirically in Appendix G.2.4. Ad-
ditionally, the notion of off-manifold robustness satisfied
by JBShap and RIBShap value functions can be restrictive.
We expand upon this in Section 3.1, where we propose an
alternative definition of robustness which is less restrictive,
and is not satisfied by JBShap and RIBShap.

3 MANIFOLD RESTRICTED SHAPLEY
VALUES

In this paper, we argue that a model must be mainly char-
acterised by it’s behaviour on the data manifold. While in-
tervening on features provides the correct notion of fixing
features, we must restrict our attention to the data manifold
when estimating Shapley values. This allows us to avoid
the issues of non-identifiability outside the data manifold,
thereby making the Shapley estimates robust against adver-
sarial attacks as in Slack et al. [2020]. In order to estimate
Shapley values which are robust to off-manifold manipu-
lations, we must restrict the function evaluation to the data
manifold. Before we proceed, we introduce our value func-
tion in terms of general sets Z C X.

Definition 1 (ManifoldShap). Let Z C X be an open set
withx € Z, and P(X € Z | do(Xs = xg)) > 0 for
S C [d]. Then, we define the ManifoldShap on Z as:

WL (S) = E[f(X) | do(Xs = xs),X € Z].  (3)

Remark. The notation E[- | do(Xs = x5),X € Z] de-
notes the expectation w.r.t. the density pz x. (-) where

_ Py | do(Xs =xg))L(y € Z)
Pzxs (y) o IP)(X S ZS| do(is = Xs)) '

“

The condition P(X € Z | do(Xs = xg)) > 0 ensures
that pz x4 (x) (and hence vi'}":(9)) is well-defined. By
conditioning on the event X € Z, the ManifoldShap value
function restricts the function evaluations to the set Z. In
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practice, Z can be chosen to be the data manifold, or any
other region of interest, where model behaviour is relevant
to explanations sought. In this way, ManifoldShap will dis-
regard the model behaviour outside the region of interest
when computing Shapley values. A detailed discussion of
how to choose the sets Z is deferred to the next section.

Our formulation of ManifoldShap is general as it is does
not assume a specific causal structure on the features. In
our methodology, we assume that the expectation E[f(X) |
do(Xs = Xg)] can be computed using observational data.
This is a standard assumption needed to compute Interven-
tional Shapley, and holds true under the causal structure in
Figure 2. Under this assumption, we can compute the value

function using the following result.

Lemma 1. The value function v,'}"; can be written as,

E[f(X)1(X € Z) | do(Xs = x5)]

MAN _
vz (5) = P(X € Z | do(Xs = x5))

In practice, all we need is a manifold classifier, trained to
estimate the value of the indicator, i.e. §(x) =~ 1(x € Z).
The value function (3) can then be estimated using:

UM/}NZ(S) ~ ]E[f({()g(X) | dO(XS = XS)].
o E[g(X) | do(Xs = xs)]
We also provide alternative methodologies of estimat-

ing ManifoldShap using rejection sampling and regression
techniques in Appendix C.

®

Choosing the sets Z. Next, we discuss general purpose
methodologies of choosing sets Z which can serve as prac-
tical estimation of the data manifold in most cases. One
can obtain Z by training an out-of-distribution classifier
directly. Slack et al. [2020] do so by perturbing each data-
point on randomly chosen features, and subsequently using
these to train the classifier. In general, users may wish to
choose different regions of interest Z on an ad hoc basis
when computing Shapley values. In what follows, we out-
line a few specific choices of Z, each of which satisfy dif-
ferent notions of robustness to off-manifold manipulations.
We discuss this in greater length in Section 3.1.

Definition 2 (Density manifold). Given an € > 0, we de-
fine the e-density manifold (e-DM) of the data distribution,
denoted as D, as: D. = {x € R : p(x) > ¢}. Here, p(x)
denotes the joint density of the data.

The e-DM includes all regions of high density in the set.
Using Z = D, in our value function therefore restricts
function evaluations to regions of high density. An alterna-
tive way to choose Z is via the probability mass captured
by Z, i.e., for a given level a, we may pick sets Z = P,
such that P(X € P,) > a. One such set can be defined as:
Definition 3 (Mass manifold). Given an o > 0, we define
the a-mass manifold (a-MM) of the data distribution, de-
noted as Py, as Py = D,(a), where elo) = sup{e > 0 :
P(X € D) > a}.

We show in Proposition 9 (Appendix B) that the Lebesgue
measure of P, is smallest among the sets Z with P(X €
Z) > «. It should be noted that P, is not necessarily
the unique such set. One can use techniques like kernel
density estimation and VAEs to approximate the manifolds
described in this section (more details in Appendix F).

3.1 Robustness to off-manifold manipulation

We say that a Shapley value function is robust to off-
manifold manipulation, if changing the model f outside the
data manifold does not lead to ‘large’ changes in its Shap-
ley values. In this section, we formalise this idea of ro-
bustness and show that ManifoldShap satisfies this notion,
while the existing value functions do not. First, we present
the definition of robustness as used in Yeh et al. [2022], to
formalise the notion of off-manifold manipulations.

Definition 4 (T-robustness [Yeh et al., 2022]). Given two
models f1(x), fo(x) and any probability density p(x), we
say that a value function, vy s, is strong T-robust if it satis-
fies the following condition: if maxy | f1(x) — f2(x)|p(x) <
0, then, |vy, 7, (S) — vy, 1, (S)| < T4 for any S C [d].

As per Yeh et al. [2022],“The premise maxy |f1(X) —
f2(x)|p(x) < § bounds the maximum perturbation on
low density regions.” Additionally, Yeh et al. [2022] show
that JBShap and RIBShap value functions satisfy strong T-
robustness to off-manifold manipulation, while other value
functions like MS and CES do not. Likewise, since MS is a
special case of IS, the latter also does not satisfy strong T-
robustness. On the other hand, ManifoldShap restricted to
e-density manifold, D, satisfies this notion of robustness.
Proposition 1. The value function vi'3", (S) = E[f(X) |
do(Xs =xg5),X € D] is strong T-robust for T = 1/e.

Proposition 1 shows that with decreasing ¢, the robustness
parameter 7' increases and ManifoldShap gets less robust.

Alternative definition of Robustness. Definition 4 con-
siders a very specific notion of model perturbation. In
particular, the perturbation in model f(x) must not ex-
ceed 6/p(x) for all x € R? and some § > 0. This does
not encapsulate the case where the function perturbation
remains bounded on a region of interest Z, but may in-
crease arbitrarily outside Z. For example, we may have the
case that the function f(x) remains fixed on a set Z with
P(X € Z) > 0.99. Robustness of Shapley values should
dictate that changing the function outside Z should not lead
to arbitrarily different Shapley values. We later show that
Def. 4 does not lead to such robustness guarantees. To
encapsulate this, we provide an alternative definition of ro-
bustness, which allows us to take into account model ma-
nipulation on sets with small probability mass. First, we
define the notion of robustness on a general feature sub-
space Z' C X:

Definition 5 (Subspace T-robustness). Let Z' C X be such
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that P(X € Z') > 0. We say that a value function vy 5 is
strong T-robust on subspace Z' if it satisfies the following
condition: if sup,e z | f1(x) — fa(x)| < 0, then, |vy ¢, (S)—
Uy, £, (S)| < T6 forany S C [d].

A value function satisfying strong T-robustness on Z would
not result in drastically different Shapley values when the
model perturbation is bounded on the set Z, by some value
& > 0. The above definition allows us to directly consider
robustness of value functions on sets based on probability
mass, P,. Moreover, by restricting the function evaluations
to a set Z, ManifoldShap is naturally set up to provide sub-

space T-robustness guarantee. We formalise this as follows:

Proposition 2. The value function v;'}"; is strong T-robust

on any set Z' satisfying Z C Z' with T = 1.

In contrast, we show that all other value functions under
consideration do not satisfy this notion of robustness:

Proposition 3. For any set Z' with P(X € Z') < 1, the
IS value function vi?f (S), the CES value function UEECS (S),
and the MS value function vgl;(S ), the JBShap value func-
tion vy, () and the RIBShap value function v)‘iJf(S) are

all not strong T-robust on subspace Z' for |T| < co.

Consider the family of value functions which drop fea-
tures in S through randomisation, i.e., vips(S) =
Ex~ps[f(X)]. We note that IS, MS, CES and Manifold-
Shap all fall into this family. For example, when ps =
p(X | do(Xs = xg)) we obtain IS, and when ps = p(X |
Xs = xg) we obtain CES. We show in Appendix A.1 that
the choice of pg in ManifoldShap (i.e. pzx, in Eq. (4))
minimises the Total Variation distance with interventional
distribution p(X | do(Xs = xg)) subject to the condi-
tion that vy, (S) is strong T-robust on Z. This ensures
that ManifoldShap values provide reasonable estimation of
causal contribution of features.

3.2 Comparison with existing methods

Causal Accuracy. Recall that, CES attributes feature im-
portance based on feature correlations. Consequently, two
highly correlated features may be attributed similar feature
importance even if the model only depends on one of them,
i.e., the sensitivity property is violated. However, Mani-
foldShap on the other-hand, seeks to estimate the causal
contribution of features towards the prediction f(x), as it
uses the inferventional measure restricted to the manifold
Z to drop features. The experiments in Appendix G con-
firm this, as the ManifoldShap results are significantly less
sensitive to feature correlations than CES.

Our example in Eq. (2) shows how the explicit dependence
of RIBShap on the density can lead to extremely inaccu-
rate Shapley explanations. In Appendix G.2.4, we show
that because of its causal nature, ManifoldShap provides
significantly more accurate and intuitive explanations. Ad-
ditionally, unlike RIBShap, ManifoldShap only depends

on the density estimation via the indicator 1(p(x) > ).
Therefore, as we show in Appendix G.2.6, ManifoldShap is
significantly more robust to density estimation errors than
RIBShap.

Aside from this, Ghalebikesabi et al. [2021] propose
Neighbourhood SHAP, a value function aimed to provide
explanations for the localised behaviour of the model near
the datapoint x where explanations are sought. While the
authors empirically show the robustness of the methodol-
ogy against off-manifold perturbations, they do not con-
sider the causal perspective and therefore the main object
of interest is not the causal contribution of features.

Robustness. As outlined in Section 3.1, ManifoldShap is
robust to model changes outside the manifold and therefore
is not vulnerable to adversarial attacks as in Slack et al.
[2020]. In light of this, we argue that ManifoldShap pro-
vides a compromise between conditional and interventional
Shapley values. It attempts to estimate causal contributions
of features, while providing robustness guarantees.

Trade-off between Accuracy and Robustness. Restrict-
ing function evaluations to the manifold Z, as in Manifold-
Shap, means that the resulting Shapley values are depen-
dant on the manifold itself, and may not purely reflect the
causal contribution of features. This is because these are no
longer pure Interventional Shapley values. This results in a
trade-off between robustness to off-manifold manipulation
and the ‘causal accuracy’ of the Shapley values. Manifold-
Shap provides us flexibility over this trade-off, through the
size of the manifold Z. When Z = D,, the size of the man-
ifold is modulated through the e parameter. As e — 0, the
size of manifold increases and ManifoldShap values tend
towards IS values. However, as mentioned above, it comes
at the cost of reduced robustness, as the Shapley evalua-
tions include increasing number of datapoints ‘far’ from the
training data. On the other hand, increasing € increases the
robustness of Shapley values, while reducing their causal
accuracy, as the resulting Shapley values discard a signifi-
cant number of datapoints which lie outside D..

Computational Considerations. Computing CES may be
computationally expensive and may require different su-
pervised or unsupervised learning techniques [Frye et al.,
2021, Sundararajan and Najmi, 2020, Yeh et al., 2022]. In
contrast, while ManifoldShap requires estimating a man-
ifold classifier, estimating vy!}";(5) does not incur any
computational cost over and above computing the inter-
ventional expectations. Proposition 1 illustrates this by
expressing the ManifoldShap value function as a ratio of
interventional expectations. This is even more straightfor-
ward when the causal structure is as in Figure 2, and the in-
terventional expectation is equivalent to marginal expecta-
tion. Additionally, to avoid the exponential time complex-
ity of computing the value function for all S C [d], we pro-
pose a sampling based estimation in Appendix C.2 which
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makes computation of ManifoldShap feasible for high di-
mensional feature spaces (see Appendix G.2.5).

4 ROBUSTNESS IN OTHER
EXPLANATION METHODS

Shapley value is not the only off-manifold explanation
method. This problem has also been explored in other
explanation methods like LIME [Slack et al., 2020, Saito
et al., 2020, Qiu et al., 2021] and gradient-based methods
[Heo et al., 2019, Anders et al., 2020]. For example, Heo
et al. [2019] illustrates this problem in gradient-based inter-
pretability methods for Neural Networks. The paper shows
that these explanations are not stable when model is ma-
nipulated without hurting the accuracy of the model. Nu-
merous solutions have also been proposed such as Qiu et al.
[2021], which addresses this problem for explanation meth-
ods like RISE, OCCLUSION and LIME by quantifying a
similarity metric for perturbed data. This metric is then in-
tegrated into the explanation methods. Likewise Saito et al.
[2020] proposes to make LIME robust to off-manifold ma-
nipulation, by using a GAN to sample more realistic syn-
thetic data which are then used to generate LIME expla-
nations. Aside from this, Anders et al. [2020] proposes
an alternative robust gradient-based explanation method.
However, unlike Shapley values, gradient-based methods
rely on model properties (e.g., differentiability), and are not
model agnostic.

S EXPERIMENTAL RESULTS

In this section, we conduct experiments on synthetic and
real world datasets to demonstrate the utility of Manifold-
Shap and compare it with existing methods. Instead of
training the models, we compute Shapley values for the
underlying true functions directly. Additional experiments
investigating the sensitivity of the different Shapley meth-
ods to changing feature correlations, manifold size and
feature dimensions have been included in Appendix G.
The code to reproduce our experiments can be found at
github.com/amazon-science/manifold-restricted-shapley.

5.1 Synthetic data experiments

Here we investigate the effect of model perturbation in low
density regions on Shapley values.
In this experiment, Y C R and

g X C R? follow the Causal DAG

@ a shown on the left. In specific, the
Structural Causal Model (SCM)
[Pearl, 2000] for the ground truth
data generating mechanism is:

Data generating mechanism.

)(12617 X2:pX1+M€27 Y:X1

Here, ¢; =" N (0,1) and p = 0.85 is the correlation be-
tween X1, Xs. Next, we define the perturbed models.

Perturbed models. We define the following family of
perturbed models g5 : X — R, parameterised by ¢ € R.

95(X) =Y +0X,1(X & Pa).

Here, we use VAEs to estimate P, (see Appendix F) and
choose @ = 1 — 1073. By construction, the models gs
should agree with the ground truth on the a-manifold, i.e.
95(X) = Y when X € P,, but these models differ from
the ground truth for X ¢ P,. Figure 4 shows the model
heatmaps for § = 0,5 along with the original data. It is
impossible to distinguish between these models on the data
manifold, as both have test mean squared error of 0.

Results. Recall that the ground truth model does not de-
pend on X5, so the ground truth Shapley value for fea-
ture 2 is ¢ = 0. As a result, for any prediction, fea-
ture 1 has greater absolute Shapley value than feature 2,
i.e. [¢1]| > |¢p2|. We compute Shapley values for gs using
different value functions on 500 datapoints {x(¥)}2%0  sam-
pled from the SCM defined above. We compute CES using
the ground truth conditional distributions of X; | X; for
i # j, which can be obtained analytically in this setting.
Figure 3 shows the results, with the bar plots on the left of
Figures 3a and 3b, showing the most important features as
per different value functions for § = 0, 5.

For 6 = 0, Figure 3a confirms that the IS values of the
ground truth model attribute greatest feature importance to
feature 1 for all datapoints. This is expected as the ground
truth model does not depend on x5. For ManifoldShap,
we observe that for 4% of the datapoints, feature 2 is at-
tributed greater importance. This highlights that robustness
of ManifoldShap comes at the cost of reduced causal accu-
racy of Shapley values. Furthermore, it can be seen that
CES value function attributes greatest importance to fea-
ture 2 for more than 30% of the datapoints. This is be-
cause CES provides similar Shapley values for positively
correlated features. We observe similar behaviour for RIB-
Shap, which attributes greatest importance to feature 2 for
about 20% of datapoints. This happens because RIBShap
provides feature contributions for f,(x) = f(x)p(x) rather
than f(x), and can therefore be misleading.

When § = 5, Figure 3b shows that, for more than 50%
of datapoints IS attributes greater importance to feature 2
than feature 1 in the perturbed model. This shows that IS is
sensitive to off-manifold perturbation. For ManifoldShap
on the other hand, feature 2 is attributed greater importance
for only about 10% of the datapoints, less than all other
baselines.

We have also plotted the difference between estimated
Shapley values and the ground truth IS values, for each
value function. For a fair comparison between differ-
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Figure 3: Synthetic data experiments for § = 0,5. The barplots on the left of each subfigure shows the most important
features for different Shapley value functions. The boxplots show the approximation errors of the Shapley values for

different value functions.

(a) Heatmap of gs for 6 = 0.  (b) Heatmap of gs for 6 = 5.

Figure 4: Heatmaps for ground truth and perturbed models
gs. Each model has test mean squared error of 0.

ent value functions, we scale the Shapley values so that
>ie(1,2y1¢il = 1. As ¢ increases from 0 to 5, we can
see that the errors in Shapley values increase for IS, while
the errors in ManifoldShap are more concentrated around 0
than any other baseline.

The results show that ManifoldShap values, unlike IS, re-
main robust to off-manifold manipulations, while provid-
ing explanations which remain closer to ground truth IS
values overall. CES and RJBShap, on the other hand can
result in misleading explanations.

5.2 Real world datasets

In this subsection, we evaluate the effect of adversarial off-
manifold manipulation of models on Shapley values using
real-world datasets. Specifically, using the same setup as
in Slack et al. [2020], we show that existing methodolo-
gies may fail to identify highly problematic model biases,
whereas ManifoldShap can mitigate this problem due to its
robustness properties. We consider the causal structure in
Figure 2 where the true features X; are distinguished from
input features X;, and therefore IS is equivalent to MS here.

Datasets. The COMPAS dataset, collected by ProPublica
[Angwin et al., 2016], includes information for 6172 de-
fendants from Broward County, Florida. This information
comprises 52 features including defendants’ criminal his-
tory and demographic attributes. The sensitive attribute in
this dataset is defendants’ race. The second dataset, Com-

munities and Crime (CC), is a UCI dataset [Dua and Graff,
2017] which includes crime data in communities across the
US, where each community constitutes a datapoint com-
prising 128 features. The sensitive attribute in CC is the
percentage of Caucasian population. From here onwards,
we use ‘race’ to refer to the sensitive attribute for both
datasets.

Biased classifier. Following the strategy of Slack et al.
[2020], we construct the binary classifier f to be only de-
pendant on the sensitive feature for both datasets. Addi-
tional details are given in Appendix G.1.

Manifold estimation. Just like in Slack et al. [2020], we
determine the manifold Z by training an OOD classifier.
In particular, we follow the strategy in Slack et al. [2020]
by perturbing each datapoint on randomly chosen features,
and subsequently using these newly generated perturba-
tions to train an OOD classifier.

Out of manifold perturbation. To perturb the model
outside the manifold Z, we construct 2 synthetic fea-
tures (referred to as ‘unrelated columns’) like Slack et al.
[2020]. For datapoints that lie outside Z, only the ‘unre-
lated columns’ are used to classify the datapoints. How-
ever, unlike Slack et al. [2020], these ‘unrelated columns’
are positively correlated with race. This is done to high-
light a shortcoming of CES: even though CES is an on-
manifold value function, the positive correlation between
unrelated columns and race ‘fools’ CES into attributing
non-zero credit to the synthetic features.

Results. We compute the Shapley values for the per-
turbed models on 500 datapoints from a randomly chosen
held-out dataset. We use the supervised approach to esti-
mate CES as outlined in Appendix E. The barplots in Fig-
ures Sa and 5b show the percentage of data points in COM-
PAS and CC datasets respectively, for which each feature
shows up as the top feature as per different value functions.
For RIBShap, CES, and IS, there are more data points in
both datasets with top feature among ‘unrelated columns’
than data points with top feature of race. For IS, this hap-
pens as a result of OOD perturbation of the model, and
shows that when using IS, we can hide biases in the model
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Figure 5: Experiments on COMPAS and CC datasets. The barplots on the left of each subfigure shows the most important
features for different Shapley values functions. The boxplots show the approximation errors of the Shapley values for

different value functions.

by perturbing the model out of manifold. For RJBShap,
this could be explained by the fact that it explicitly de-
pends on the joint density p(x) of the data. Since, ‘unre-
lated columns’ are positively correlated with race, the de-
pendence of the density p(x) on these features and race is
similar. As a result, ‘unrelated columns’ get non-zero attri-
butions in RJBShap.

This positive correlation between race and ‘unrelated
columns’ also causes CES to attribute similar importance
for features ‘unrelated columns’ as for race. This can be
especially misleading when the data contains multiple cor-
related features which are not used by the model.

On the other hand, for ManifoldShap, majority of the data-
points have top feature race, whereas none of them have top
feature among ‘unrelated columns’. Figure 5 also shows
the difference between estimated Shapley values and the
ground truth IS values of the biased model. We have again
rescaled the Shapley values so that 3, |¢;] = 1 for fair
comparison between different value functions. We can see
that for the feature race, the errors of ManifoldShap are
more concentrated around O than any other baseline con-
sidered. For ‘unrelated columns’, ManifoldShap values are
¢?i = ¢; = 0, i.e., ManifoldShap satisfies sensitivity prop-
erty in this case. This shows that ManifoldShap is signifi-
cantly more robust to adversarial manipulation of the func-
tion outside the manifold, as well as robust to the attribution
of credit based on correlations among features.

6 DISCUSSION AND LIMITATIONS

In this paper, we propose ManifoldShap, a Shapley value
function which provides a compromise between existing
on and off manifold value functions, by providing explana-
tions which are robust to off-manifold perturbations of the
model while estimating the causal contribution of features.
However, ManifoldShap also has its limitations.

While our work does not make any assumptions on the set
Z, the properties of ManifoldShap are inherently linked to
the choice of Z. ManifoldShap is only robust to perturba-
tion of model outside Z and perturbations inside Z could
lead to significant changes in the computed Shapley val-

ues. It is therefore important to choose Z that is a good
representative of the true data manifold, as otherwise, the
Shapley values may not be robust to off-manifold perturba-
tions. Additionally, as pointed out in Section 3.2, restrict-
ing model evaluations to the set Z can reduce the causal ac-
curacy of Shapley values. This becomes especially evident
when the data manifold Z is sparse or low-dimensional rel-
ative to the space X. We highlight this empirically in Ap-
pendix G.2.2. Likewise, as we show in Appendix A, the
sensitivity and symmetry properties of ManifoldShap are
also dependent on the properties of Z. It is therefore worth
exploring methodologies of choosing Z which provide the
ideal trade-off between desirable properties like causal ac-
curacy and robustness of explanations. We believe these
limitations suggest interesting research questions that we
leave for future work.
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A  PROPERTIES OF MANIFOLDSHAP

In this section, we consider the theoretical properties of ManifoldShap. The proofs for results in this section are provided
in Section B.

A.0.1 Sensitivity Property

The following result holds in the setting of Janzing et al. [2020], i.e., when the real feature values are formally distinguished
from the feature values input into the function (see Figure 2). In this case, the interventional distribution of p(Xg | do(Xg =
Xg)) is the same as the marginal distribution p(Xg).

Proposition 4 (Sensitivity). Let i € [d] be such that

1. the function f(x) does not depend on x; for all values of x,

2. the set Z is of the form, Z = Z; X --- X Zg, where Z; C R and X; € Z; almost surely.

Then, if the causal graph of features is as shown in Figure 2, we have that vi'}"z(S) = v}'}"; (S U {i}), and therefore

¢; = 0.

Remark. As mentioned previously, in this paper we argue that a function should mainly be characterised by it’s behaviour
on manifold. Note that in this case, unlike the classical formulation of Sensitivity axiom [Sundararajan and Najmi, 2020],
we also need the condition 2 above, which implies that 1(X € Z) is independent of X;. This can be justified as follows:
Define a function h(x) := 1(x € Z)f(x). If condition 2 does not hold, i.e., 1(X € Z) depends on X;, then h(X) must
depend on X;. Moreover, by definition, h(x) = f(x) forall x € Z, i.e. h and f agree on Z. Therefore, since f and h are
indistinguishable on the Z, and h(X) depends on X, it would be misleading to have zero attribution for the i’th feature.

A.0.2 Symmetry Property

Like the previous result, the following result holds in the setting of Janzing et al. [2020], where Interventional Shapley is
equivalent to Marginal Shapley.

Proposition 5 (Symmetry). Let i,j € [d] be such that
1. the function f(x) is symmetric in components i and j on Z,

2. the density p(x) is symmetric in components i and j,

3. the function 1(x € Z) is symmetric in components i and j.

Then, if the causal graph of features is as shown in Figure 2, we have that for any S C [d] \ {7, j} and x such that z; = x;,
we have that v} (S U {i}) = 0"} (S U {j}), and therefore ¢; = ¢;.

Remark. The condition 3 above states that Z should be symmetric in components ¢ and j. This condition will be satisfied
if, for example, Z is a ball centred at origin. Moreover, if condition 2 is satisfied, i.e., the density p(x) is symmetric in z;
and x;, it is straightforward to show that the e-density manifold will also satisfy condition 3, for any ¢ > 0. Additionally,
we emphasise that condition 2 is not specific to our value function, and is also needed for symmetry property to hold for
CES and IS. Janzing et al. [2020] illustrates this with an example where symmetry fails to hold for both CES and IS without
condition 2.

A.0.3 Efficiency Property

All results presented in this section from here onwards do not assume a specific causal structure on the features and hold
for any general causal graph on features.

Proposition 6 (Efficiency). The value function v;'}"z(S) = E[f(X) | do(Xs = xs),X € Z] satisfies
vepz(d) —viFs(0) = fix) —E[f(X) | X € 2],
forany x € Z. Therefore, Y, ¢; = f(x) —E[f(X) | X € Z].

Proof. Follows straightforwardly from the definition of v}}"; (.5). O
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A.0.4 Linearity Property

Proposition 7 (Linearity). For any functions f1, fo and a1, a0 € R,
Union fr+as 2,2 (5) = 103 2(9) + azvr 7 2 ()
Therefore, <Z>?1f1+a2f2 = ¢{1 + 042¢{2, where qblf denotes the Shapley value for feature i and function f.

Proof. Follows straightforwardly from the definition of v'4"; () and the linearity of the expectation E[f(X) | do(Xs =
Xs), Xe Z] O

A.1 Robustness and Causal Accuracy of ManifoldShap

We consider the family of value functions of the form v ;¢ (S) = Ex~p[f(X)] for some measure ps. Both, Interventional
Shapley and ManifoldShap are part of this family with corresponding densities p¥° (y) = p(y | do(Xs = xg)) and

Pz xs(y) = p%g’ééﬁ;’g;l)igf))z ) respectively. Next, we show that pz y, minimises the total variation distance with the

interventional distribution pi‘; while satisfying subspace robustness in definition 5.
Proposition 8. The measure pz x satisfies

pzxs € argmin{TV(ps,pl>) : vy, is strong T-robust on subspace Z}
ps

Proof. If vy, is strong T-robust on subspace Z, then consider functions f1, f2 satisfying
fo(x) = fi(x) +dl(x € Z2)+ K1(x ¢ Z)
for some §, K > 0. Then, maxye z | f1(X) — f2(x)| = 0. Moreover,

07105 (5) = Vo ps (9)] =[Exps [f1(X)] = Exps [f2(X)]]
=ips(X € Z)+ Kps(X & 2)

Since we can pick K to be arbitrarily large, vy, satisfies strong T-robustness on subspace Z only if ps(X ¢ Z) = 0.

Next, note that if pg(X € Z) =1,
vV ps,pxs)

_1/2 / Ips(¥) — P (¥)ldy

_1/2 / Ips(¥) — ply | do(Xs = xs))[dy

=1/2/ Ips(y) —p(y | do(Xs = xs))|dy + 1/2/ Ips(y) — p(y | do(Xs = xs))|dy
yEZ YEZ

>1/2 ps(y) — ply | do(Xs = xs))dy

[ pso) =ty | do(xs = xS>>dy\ L1/
YEZ YEZ

_1/2|ps(X € Z) ~ B(X € Z | do(Xs = x))| + 1/2lps(X ¢ Z) — P(X ¢ Z | do(Xs = xs))|
—1/2(1 —P(X € Z | do(Xs = x5))) + 1/2P(X & Z | do(Xs = x5))

B p(y | do(Xs = x5))1L(y € Z) -~
—1/2 / e S s iy | do(s =x5)
:1/2/ p(y | do(Xs = x5))1(y € Z)
=TV(pz xs, L)

dy +1/2P(X ¢ Z | do(Xs = Xg))

P(X € Z | do(Xs =x5)) p(y | do(Xs = Xs))’ dy

O

Proposition 8 shows that among all the value functions of the form vy, which are strong T-robust on subspace Z, Man-
ifoldShap provides the best approximation to Interventional Shapley values. This further highlights that ManifoldShap
provides a compromise between on and off manifold value functions — it satisfies subspace robustness while also approxi-
mating causal contribution of features.



Muhammad Faaiz Taufiq, Patrick Blobaum, Lenon Minorics

B PROOFS

Proof of Lemma 1.
Proof. Using the definition of ManifoldShap, we get that
872(9) = [ 10z

y|d0Xs—XS)) (ye2)
/f P(X € Z | do(Xs = xs)) ¥

1
:IP’(X € Z | do(Xg = xg)) /f(Y)]l(y € Z)p(y | do(Xs = xg))dy

_E/X)L(X € 2) | do(Xs = xs)]
P(X €z ‘ dO(XS = Xs))

Proof of Proposition 1.
Proof.
max| () ~ fo(x)|p(x) < &
= sup [f1(x) — fa(x)|p(x) <6
xeD,
= sup |f1(x) — fa(x)]e < sup |f1(x) — f2(x)[p(x) <&
x€D. x€D.

= sup [f1(x) — fa(x)[ < 0/
xeD.

Using the above,
ey o, (8) — i p, ()| =[E[f1(X) | do(Xs = x5), X € D] — E[f2(X) | do(Xs = xs5),X € D]|
<E[[f1(X) = f2(X)[ | do(Xs = x5),X € D]
< sup |f1(x) — fa(x)] < d/€

Proof of Proposition 2.

Proof. Let supyc z/ | f1(x) — fa(x)| < 4. Then, for any S C [d],

[ 2(9) — o 2 (9)| =IE[f1(X) | do(Xs = x5), X € Z] — E[f2(X) | do(Xs = xs),X € Z]|
<E[|f1(X) = f2(X)| | do(Xs = x5),X € Z]
Silelg | f1(x) — f2(x)]

< sup [fi(x) — f2(x)] < 0.
xeZ/

Proof of Proposition 3.

Proof. Let S = (), then vlsf (S) = vfl}?(if xfl( ) = E[f(X)]. Let fo(x) == f1(x) + K1(x € Z’) for some K > 0.
X

Then, we have that sup,¢ = | f1(x) — fa 0. Moreover,

E[A(X)] - E[f2(X)]] = [KE[L(X ¢ 2)]| = KP(X ¢ 2') > 0.



Manifold Restricted Interventional Shapley Values

Since we can choose K to be arbitrarily big, it follows that [E[f;(X)] — E[f2(X)]| is not bounded for general functions
f1, fo satisfying sup,c z/ | f1(x) — fa(x)] < 0.
Now, for JBShap and RIBShap, define fi, f2 such that fo(x) = f1(x) + K1(x € Z’, p(x) > 0)/p(x). Then,

sup [f1(x) = f2(x)[ = 0.

xez’

Let x € R? be such that x ¢ Z’ and p(x) > 0. Since P(X € Z’) < 1, there must exist an x € R? which satisfies this
condition. Then for S = 0,

0% £,5(S) = 05, ()] =1 AL (X)Pp(X) — f2(x)p(x))|
=K[1(x ¢ 2 p(x) >0)| =K

Since we can choose K to be arbitrarily big, it follows that |vi ap@) — U; f>.p(0)] is not bounded for general functions
f1, f2 satisfying supyc z [ f1(x) — fa(x)[ < 0.

Moreover, we have that for S = (),

oty 5 (S) = Uop, ()] =[ELfi(X)p(X)] — Ef2(X)p(X)]]
=K[E[L(X ¢ 2, p(X) > 0)]|
=K[E[L(X ¢ 2')]]
=KP(X ¢ 2') > 0.

Since we can choose K to be arbitrarily big, it follows that |vfjf1 H(0) = vijf%p(@ﬂ is not bounded for general functions

flv f2 SatiSfying SUPxe z/ |f1 (X) - f2 (X)| < J. O
Proof of Proposition 4.

Proof. Recall that in the setting we are considering, the interventional distribution p(Xz | do(Xs = xg)) is equal to the
marginal distribution p(Xg).
Let S be such that i ¢ S, and let x € Z be any point. Then, 1((xs,X3) € Z) =[]

a,

1(X; € 25) = 1, we get that 1(Xg € 2) = [[;cq iy 1(X; € Z5).

je5 L(X; € Z;). Using the fact that

E[f(xs,X5)1((xs,X5) € Z)]
E[1((xs,Xg) € Z)]
Elf(xs,X5) [[;e5 1(X; € Z;)]
EllTjes 1(X; € ;)]
E[f(xs,X5) [Tjes 1y 1(X; € Z;)]
EllLjes\ iy 1(X; € Z5)]
Elf (Xsugiys Xa\(iy) [jes gy 1(X; € Z5)]
EllLjes gy 1(X; € Z5)]
Elf (xsugip, Xa\ i) L((Xsugip Xsv i) € 2)] - aw
E[L((Xs0(1) X5\(1)) € 2] S e

vz (S) =

(Su{i})

where, in the second last step above we use the fact that, f(x) is independent of ;.

Proof of Proposition 5.

Proof. Notation: Let m(x) be any function. We use the notation m(Xs = xs,Xg = X% to explicitly denote m(xg, X5).
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Suppose m(x) is a function symmetric in components ¢ and j. Then, if S C [d] \ {4, j}. Then,

E[m(xsugiy, Xs\gi3)]

A
/ m(Xsugy = Xsugy Xi = X5, X\ 3 = Xls*\{m})
NG

. /Ysm p(Xs = Ys, X5 = Yi, Xi = X5 X5\ 5.5 = Xig 11,5y dY su0y Xig 13

m(Xsugiy = XSU{i}7X§\{i} = Xi@\{i})/Y p(Xsugiy = Ysu{i}7XS\{i} = X,S‘\{i})dYSLJ{i}dX%\{i}

s\ su{iy

where, in the last step above we use the fact that both, m(x) and p(x) are symmetric in components ¢ and j and z; = ;.
Next, relabelling the dummy variables X; as X; and Y; as Y}, the above becomes

m(Xsug) = Xsugi): X\ (51 = Xa\ () / P(Xsugiy = Ysugy Xa\ gy = X5y AV sugpdX 5y

X510y Suii}

= E[m(xsugsy, X\ (1))

Next, we use the fact that the functions m4 (x) := 1(x € £) and ma(x) :== f(x)1(x € Z) are symmetric in components i
and j. Therefore, using the result above, we get that,

E[f(xsugiys Xa\ i) L((Xsugiy, Xy fi1) € 2)]
E[1((xsufiy> Xa\1i3) € 2)]
E[m(xsugiy, Xa\ (1))
E[1((xsui}, Xg\{i3) € 2)]
E[m(xsugy, X5\ (53]
E[1((xsugsy Xa\(53) € 2)]
=verz(SU{j})

verz(SU{i}) =

O
Proposition 9. Let P, be as defined in Def 3 and let Z be any set with P(X € Z) > P(X € P,). Then, if ¢(*) > 0, we
have that |Z| > |P,|, where |S| := [ dx.

Proof of Proposition 9.

Proof.
2]~ |Pal = 12\ Pal + |20 Pal) ~ (1Pa\ 2| + |2 N Pal)
=[Z\ Pal = P\ Z|
Similarly,
0<PX e Z2Z)-PXeP,)
=PXeZ\Po)+PXeZNP,)) — PXeP,\2Z)+PX e ZNP,))
=P(X € Z\P,) —PXeP,\ 2Z)

:/Z\Pa p(x)dx — /7>a\zp(X)dX

g/ e(")dx—/ €@ dx
Z\Pa Pa\Z

= (|Z2\ Pal = [Pa\ Z)
In the second last step above, we use the fact that p(x) > e(® = x e P,. Using the condition e(*) > 0, we get that
|Z| - |Pa| = |Z\Pa| - |PQ\Z| >0
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C ALTERNATIVE METHODOLOGIES OF COMPUTING MANIFOLDSHAP

In this section, we outline alternative methodologies of computing ManifoldShap value function. As before, we assume that
we can sample from the interventional distribution p(Xg | do(Xg = xg)) for any S C [d]. This is a standard assumption
needed to estimate Interventional Shapley.

C.1 Supervised approach

Here, we use the fact that the expectation g(xg) = E[f(X) | do(Xs = xg),X € Z] minimises the mean squared error

Ls(h) = Ex_pxs) Xp(X|do(Xs=Xs)xe2) L/ (X) — h(Xs)]?. Using this, we can define a surrogate model gy(xg) that
takes as input coalition of features x5 (e.g., by masking features in S) and that is trained to minimise the loss:

E(G) = EXSNp(XS),XNp(X\do(Xs:Xs),XeZ)ESNShapley [f(X) — 9 (XS)}Z

Here, S ~ Shapley corresponds to sampling coalitions from the distribution where the probability assigned to each
coalition is the combinatorial factor |S|!(n — |S| — 1)!/n!. Additionally, rejection sampling can be used to sample
X ~ p(X | do(Xs = Xg),X € Z). To be specific, we repeated sample X ~ p(X | do(Xs = Xg)) until the sam-
pled value X lies in Z.

C.2 Rejection sampling

In this subsection, we extend the approach in Strumbelj and Kononenko [2010] to propose an efficient sampling-based
approximation. This approximation uses the following alternative formulation of Shapley values:

$i= % [w{j:m(G) <7(i)}) —v({d: 7(5) <7(i)})]
mell

where II denotes the set of permutations of N, and m(j) < m(¢) means that j precedes ¢ under ordering 7. To derive
the sampling procedure, we observe that the Shapley value for feature ¢, 7;, can be written as an average over the set of
permutations, i.e.,

¢i = Ex[v({7 : 7(5) < 7()}) —o({j : 7(4) <m(i)})]

where the permutations 7 are drawn from a uniform distribution over II. Using this, we derive the following procedure for
obtaining an unbiased and consistent estimation of ManifoldShap.

Algorithm 1 Approximating ManifoldShap value ¢; for instance x € Z.

Input: Instance x; the desired number of samples m; feature ¢ to compute Shapley value for;
¢ <0
for j = 1tomdo
choose a random permutation of features 7 € 11
S {5 : m(j) < (i)}
sample y g\ 133 ~ P(Xg\ (i3 | do(Xsugiy = Xsugiy))
while (xsu(i},¥5\(i}) ¢ £ do
sample y 5\ ;3 ~ P(Xg\ 3y | do(Xsugiy = Xsugiy))
end while
sample zg ~ p(Xg | do(Xs = x3))
while (xs,z5) ¢ Z do
sample z5 ~ p(Xs | do(Xs = xs))
end while
¢i < @i + (f(Xsugiy, Ya\(iy) — f(Xs,2g))
end for
¢i < ¢i/m
Return: ¢;
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D INTERVENTIONAL SHAPLEY VS CONDITIONAL EXPECTATION SHAPLEY

Example. Assume that ¥ = {0,1}2, and that the features X7, X» follow the causal structure shown below. In this
setting, interventional distributions are equivalent to marginal distributions, i.e., p(Xg | do(Xs = x5)) = p(Xg).

Z
Consider the case where f(z1,22) = 1 and Z, X1, X5 are binary variables, with

g _ 0 wp. O..S
1 otherwise
X, =7
X, — Z w.p. p (for some p > 0),
2T 1 —Z otherwise.
In this case, E[f(Xl,XQ) | dO(X2 = 172)] = E[f(Xl,XQ)} = E[f(Xl’IQ)} = 1/2 and
E[f(X1,X2) [ do(Xy = 1, X2 = 22)] = E[f (X1, X2) | do(X1 = 21)] = E[f (21, X2)] = 1,

for any x5. It straightforwardly follows that, in this case, the Interventional Shapley value for feature x2, ¢p2 = 0, i.e.
Interventional Shapley satisfies the Sensitivity property.

However, if we use CES instead, we get that

6 =3 (E[F(X1, X2) | Xa = 2] — E[f(X1, Xo)] + E[f(X1, Xa) | X1 = 1, Xa = 2] — E[f(X1, X5) | X1 = )
:% (E[X1 | X2 =22] = 1/2+ 21 — 21)
:% (P(X1 =1] X2 =12) —1/2)
L1 (1/2p (2 = 1) + 1/2(1 — p)L(z5 = 0)
=5 < 1/2 - 1/2)
:% (pL(z2 =1)+ (1 —p)L(z2 =0) — 1/2).

which is non-zero when p # 1/2.

This example illustrates that CES value function can lead to misleading Shapley values, especially when the features are
highly correlated. Interventional Shapley value function, on the other hand, incorporates the causal effect of fixing a set of
features .S, and therefore, yields Shapley values which are unaffected by correlations within the data.
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E COMPUTING CONDITIONAL EXPECTATION SHAPLEY USING SUPERVISED
APPROACH

In this work, when the conditional distribution is not tractable analytically, we use the supervised learning approach as
in Frye et al. [2021] to estimate the conditional expectation in CES. We present this methodology in this section for
completeness.

Here, we use the fact that the conditional expectation g(xs) = E[f(X) | Xs = Xg] minimises the mean squared error
Ls(g) = Expx)lf(X) — §(Xs)]?. Using this, we can define a surrogate model go(Xs) that takes as input coalition of
features xg (e.g., by masking features in .S) and that is trained to minimise the loss:

L(0) = Expx) Es~shaptey [ (X) — g6(Xs)]?

Here, S ~ Shapley corresponds to sampling coalitions from the distribution where the probability assigned to each coali-
tion is the combinatorial factor |S|!(n — |S| — 1)!/nl. As the surrogate model gy (xs) approaches the CES value function
E[f(X) | Xs = xg], the loss £(6) is minimised.
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F COMPUTING THE MANIFOLD D,

If we choose the manifold Z based on probability density/mass as outlined in Definitions 2 and 3, we must estimate the
region D, := {x : p(x) > €}. There are various ways to esimate this set, and the methodology used depends on dataset
properties, such as the data dimensions, as well as the degree of accuracy sought. Below, we outline two such solutions,
which can be used depending on the dataset dimensions:

F.1 Using Variational Auto-Encoders for manifold estimation

Variational Auto-Encoders (VAEs) have been a popular method of density estimation [Kingma and Welling, 2013, Kingma
et al., 2019]. Instead of maximising the log likelihood, which may be intractable in general, VAE training involves max-
imising a lower bound of the log likelihood, called the Evidence Lower Bound (ELBO). In order to do so, the VAEs assume
that data are generated from some random process, involving latent random variables z, and that a value x is sampled from
a conditional py(x | z), also referred to as the likelihood [Kingma et al., 2019].

Let ¢,(z | x) be a parametrized posterior. Then, we have that

o [l @) .
ogn(x) = log [ P 0o 0> [ (P 0 ) (o x0dn = ELBOY 40

The VAE training therefore involves maximising the expected lower bound E[ELBOg 4(X)] over 6, ¢. Let (6*,¢*) =
arg maxg,4) E[ELBOg, 4 (X)], then we have that

log pg~ (x) > ELBOg~ 4+ (X).
Therefore, exp(ELBOg- 4- (X)) > € implies that pg- (X) > €. We can use the ELBO to approximate the manifold:
D, = {x : exp(ELBOg+ ¢+ (X)) > €}.

Assuming that pg« (X) is an accurate density model, we get that the above approximation of the e-manifold is going to be
conservative in the sense that it will be a subset of the true D..

F.2 Thresholded Kernel Density Classification (tKDC)

Alternatively, we can use Kernel Density Estimation (KDE) to estimate the manifold D.. KDE provides a way of estimating
normalized density p(x) using a finite dataset. This can be used to approximate most well-behaved smooth densities. Given
n datapoints, KDE provides an estimate p,(x) with mean squared error that shrinks at rate O(n*ﬁ), where d is the
dimension of x. This means that with enough data, KDE will identify an accurate density. The same may not be true for
parametric methods of density estimation. However, evaluating the density ,, (X) at a point x is prohibitively expensive
when n is large, as it involves the kernel contributions from every point in dataset.

To circumvent this problem, Gan and Bailis [2017] propose tKDC, a computationally efficient algorithm for classifying
points with p(x) > € using KDE, where classification errors are allowed for densities within t-€d of the density threshold
€ (for a given 6 > 0).

When the dimension of data, d, is large, the convergence of p,,(x) is extremely slow. This is reflected in the error term
O(n_ﬁ) which shrinks slowly with increasing n when d is large. Therefore, while tKDC provides an asymptotically
accurate density classification methodology, the convergence can be slow for large d, and in this case alternative method-
ologies like using VAEs may be more feasible.

F.3 Choosing the threshold ¢

Our manifold D, is parameterized by a density threshold e. In practice, the probability density may depend on the dataset
size, dimensionality and distribution, and as a result the range of density values may vary substantially among different
datasets. It is therefore not possible to a priori define threshold values of e. Instead, we specify thresholds in terms of a
probability mass « € [0, 1]. That is, we pick a fraction of the data that we choose to classify as having low density and set
the threshold accordingly. This corresponds to picking the value of ¢ to be €(®), where ¢(*) := sup{e > 0 : P(X € D,) >
a}. In practice, since we do not have access to the true density model, the estimation of €(®) can be difficult, and we pick
the threshold €(®) based on the quantiles of the observed density estimates p(x) for x in some held out dataset. The authors
in Cadre et al. [2013] show that for kernel density estimators this quantile converges to the ideal ¢(*) defined above.
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G EXPERIMENTAL RESULTS

G.1 Experimental details for real-world dataset experiments

Here, we explicitly define the models used for the real-world dataset experiments.
G.1.1 COMPAS dataset

Biased classifier. For COMPAS dataset, the biased classifier f is defined as:
f(x) == 1(Xpace = African American).
Here, Xx;.ce denotes the race feature of the for the datapoint x.
Out of manifold perturbation. To perturb the model outside the manifold Z, we construct 2 synthetic binary features
(referred to as ‘unrelated columns’) positively correlated with race.
Let Z; be i.i.d. random variables with distribution Bern(0.90), then the ‘unrelated columns’ feature correponding to the

1’th datapoint, X

unrelated column» 18 defined as follows:

Xl(ltl)related column = ]I(Xr(zllge = African American) X Zi-

Finally, the perturbed classifier model gz : X — {0, 1} is defined as follows:
gz(X) = ]l(X S Z) f(X) + ]l(X ¢ Z) ﬂ(xunrelated column = 0)

G.1.2 Communities and crime dataset

Biased classifier. Likewise, for the CC dataset, the biased classifier f is defined as:
f(X) = ]l(Xpercenlage of caucasian population > 0)

Out of manifold perturbation. We again construct 2 synthetic features (referred to as ‘unrelated columns’). Using

the same random variables Z; as defined above, the ‘unrelated columns’ feature corresponding to the ¢’th datapoint,
(@)

unrelated column» 19 defined as follows:

X0 - x(

unrelated column * percentage of caucasian population

X Zz

Just like in COMPAS dataset experiments, the perturbed classifier model gz : X — {0, 1} is defined as follows:
gZ(X> = ]l(X € Z) f(X) + ]l(X ¢ Z) ]l(xunrelatedcolumn > 0)

G.2 Additional Experiments

For all experiments in this section, we consider the causal structure in Janzing et al. [2020] (see Figure 2), where the
true features are formally distinguished from the input features. In this setting, the Interventional Shapley is equivalent to
Marginal Shapley.

G.2.1 Off-manifold perturbation

In this experiment we investigate the effect of model perturbation in low density regions on Shapley values obtained using
our methodology as well as other baselines. We do so by defining adversarial models, which agree with the ground truth
model on the manifold P,, but have been perturbed outside the manifold.

First, we define a ground truth data generating mechanism as described below.

Data generating mechanism. In this experiment, Y = {0,1} and X C R2, where:

(1) (ow "))

Y= 1(X, > 1/2).

Next, for the adversarial models, we define the following family of perturbed models.
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Figure 6: Left: 6a and 6¢ show classifier decision boundaries for § = 0, 10 respectively. Right: 6b and 6d show boxplots
of ¢; — ¢; fori € {1,2} and different off-manifold perturbations.

Perturbed models. We define the following family of perturbed models g5 : X — {0, 1}, parameterised by ¢ € R.
95(X) =Y1(XeP,)+1((1 -6 X1 > 1/2)1(X & Py).
Here, we use VAEs to estimate P, as described in Section F, and choose o = 1 — 1073.

By construction, the classifiers gs should agree with the ground truth on the a-manifold, i.e. g5(X) = Y when X € P,.
However, these classifiers differ from the ground truth outside the a-manifold. Figures 6a and 6¢ show the classifier
decision boundaries, along with the original data (X7, X5). Each of these classifiers have a test accuracy of at least 99.5%,
and therefore it is impossible to distinguish between them on the data manifold. However, as we will show next, the
Interventional Shapley values computed for these classifiers are drastically different.

Estimating conditional expectation for CES. For the data generating mechanism described above, the conditional
distributions p(X5 | X1) and p(X; | X52) are tractable. In fact, it is straightforward to get that X5 | X; ~ N(0.90
X1,1 —0.90?), and similarly for X; | X,. We use this to estimate the conditional expectation using m Monte Carlo
samples from the conditional distributions:

ElfX)| X1 =a1] = Zf(xl,Xé) where
i=1

1
m

X4 A(0.90 % 21, 1 — 0.90%),
and similarly for E[f(X) | X2 = z5]. In this experiment, we use m = 500.

Results. We compute the Shapley values for the models on 500 datapoints from a held-out dataset. In Figure 6 we plot the
difference between estimated Shapley values and the ground truth Interventional Shapley values, for different methodolo-
gies. For a fair comparison between different value functions, we normalise the Shapley values so that ), (1.2} |pi| = 1.

To compute the ground truth IS values {¢; };c (1,2}, we use the ground truth function f(X) = 1(X; > 1/2) instead of the
perturbed model gs, and therefore, the ground truth IS values do not change with increasing off-manifold perturbations 4.
Moreover, note that since the ground truth model f is independent of X5, the Shapley values for feature 2, ¢ = 0.

The figure shows that when § = 0, i.e., there is no off-manifold perturbation, the errors for IS values, i.e., qAbl — ¢, are 0.
This is because the IS values are equal to the ground truth in this case, as the perturbed model g; is equal to the ground
truth model f everywhere. CES, on the other hand gives biased Shapley values, as can be seen from the errors qAbz — ¢;
being concentrated away from 0. This happens because of the high positive correlation between the features — conditional
expectation is highly sensitive to feature correlations, unlike marginal expectation.
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Figure 7: Fig (a) (above): Manifolds D, for different values of p. The manifold D, is denoted by the yellow region. Fig
(b) (below): Boxplots of ¢, for increasing values of p.

For ManifoldShap, the errors are less concentrated around 0O than for IS values. This highlights the reduced causal accuracy
in ManifoldShap as a result of restricting function evaluations to the manifold P,. However, ManifoldShap values are more
accurate than the CES and RJBShap values.

It can be seen that for § = 10, the errors in IS values are highest among all the baselines. This highlights the off-manifold
nature of IS values, i.e., perturbing model in low-density regions can significantly change the computed Shapley values.
Additionally, CES values are biased as the errors are concentrated away from 0. ManifoldShap errors remain largely
restricted between -0.2 and 0.2, with error distribution concentrated around 0.

The barplots in Figures 6b and 6d show the most important features as per different value functions for § = 0, 10 respec-
tively. The figure shows that for ground truth model (§ = 0), IS values attribute the greatest importance to feature 1 for
all datapoints. This is expected as the ground truth model does not depend on x5. For CES, on the other hand, feature 2
receives greater importance for roughly 25% datapoints. This is again due to the positive correlation between the features
X1,Xo. For § = 10, Figure 6d shows that ManifoldShap attributes least importance to feature 2, among all baselines
considered.

The results show that CES and ManifoldShap are in practice less sensitive to off-manifold manipulation compared to IS
and RIBShap, however, CES values may be biased when features are highly correlated, whereas ManifoldShap remain
closer to the ground truth IS values overall.

G.2.2 Sensitivity to correlations

In this experiment we investigate the sensitivity of ManifoldShap to increasing correlation among the features, as compared
to the other baselines. To this end, we define the following family of data distributions:

Data generating mechanism. In this experiment, X' C RZand Y C R. Specifically,

X~N<(8>,<[1) ’f)) where, p € (—1,1).

Moreoever, the ground truth model under consideration is Y := f(X) = X;. The parameter p corresponds to the corre-
lation between X; and Xs. When p = 0, X; and X5 are independent random variables. As p increases (decreases), the
features get more positively (negatively) correlated. Figure 7a shows the data generated for different values of p, along
with the e-manifold. Here, we choose € to be the 1st percentile of density values on a held out dataset, i.e. € ~ (0-99)

Using the data generating mechanism described above, we generate data for a given p, which is then used to estimate
Shapley values. Note that since f is independent of X5, we would ideally expect the Shapley values corresponding to
feature X5, i.e., ¢, to be close to 0.
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Figure 8: Fig (a) (above): Manifolds D, for different values of €. The manifold D, is denoted by the yellow region. Fig
(b) (below): Boxplots of ¢ for increasing values of e.

Estimating conditional expectation for CES. Like the previous experiment, the conditional distributions p(Xsy | X1)
and p(X; | X2) are tractable for the data generating mechanism described above. In fact, X5 | X; follows the Gaussian
distributions N (pX1,1 — p?) (and similarly for X; | X2). We use this to estimate the conditional expectation using
m = 500 Monte Carlo samples like described for previous experiment.

Results. Figure 7b shows the boxplots of (;ASQ values for the different methodologies and values of correlation p. For
p = 0, the features are independent, and in this case the CES and IS values are expected to be equal, as the conditional
expectation is same as marginal expectation in this case. Therefore, we observe in Figure 7b that CES values are close to
IS values when p = 0.

As p increases, the distribution of CES values ég gets more spread out, away from the ground truth value of 0. In compari-
son, both ManifoldShap and IS values remain concentrated around 0, with IS remaining closer to 0. This happens because
IS values are not sensitive to feature correlations. Furthermore, ManifoldShap values are significantly less sensitive to
increasing p as compared to CES values. In comparison, it can be seen that the distribution of RIBShap values gets wider
as p increases, showing that RIBShap is more sensitive to increasing correlation than ManifoldShap values. This is because
RJIBShap values explicitly depend on the density values p(x) which changes with changing values of p.

Finally, when p = 0.99, the features are highly correlated. In this case, the manifold D, is sparse, and as a result the
ManifoldShap and CES behave similarly. This is evident from the fact that the boxplots of (52 for ManifoldShap and CES
in Figure 7b are very similar when p = 0.99. This also highlights a potential failure mode of ManifoldShap: when the
manifold Z is sparse, the ManifoldShap may behave similarly to CES, leading to unintuitive explanations.

G.2.3 Dependence on manifold size

In this experiment, we investigate how the ManifoldShap values change as the size of Z decreases. In particular, we
investigate the relationship between ManifoldShap, IS and CES as the manifold Z = D, gets smaller. To do so, we
consider € € {¢(10) ¢(0-9) ¢(0-85) "((0-80)} "where (®) is as defined in definition 3. We carry out this experiment on the
following data generating mechanism, with X C R?and Y C R:

Sine Wave.

Xl NN(0,4>, X2 | X1 NN(SIH(Xl),()Ol)
Moreoever, the ground truth model under consideration is Y := f(X) = X;. Using the data generating mechanism
described above, we generate data which is then used to compute Shapley values of f. Figure 8a shows how the e-manifolds

shrinks as e increases from 0. Here, we use the supervised approach described in Section E to compute conditional
expectation for CES values since the conditional X; | X5 is not easily tractable.
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Figure 9: Left (a): Top features according to different Shapley value functions. Right (b): Histograms of computed
Shapley values using different value functions. ‘IS (GT)’ refers to the ground truth Interventional Shapley values.

Results for Sine Wave. Figure 8 shows the boxplots of <;32 for different values of €. Recall that since the ground truth
function is independent of X5, the ground truth IS value ¢ = 0. When ¢ = €19 = 0, ManifoldShap is equivalent to
IS, and therefore the values in Figure 8 are identical. CES values, on the other hand are concentrated away from 0. This
happens because the features are highly coupled in this experiment.

As € increases, the ManifoldShap values for q32 get increasingly spread out. This shows that increasing € may reduce
the causal accuracy of computed ManifoldShap values, despite making them more robust to off-manifold perturbations.
However, it is important to note that relative to CES, ManifoldShap values are closer to the ground truth than Interventional
Shapley values for e € {e(1:0) ¢(0-9) ¢(0-85)} When e = ¢(°-80) the ManifoldShap values for ¢ are no longer concentrated
around the ground truth Value 0, as the manifold D, excludes a significant number of input samples. This shows that
ManifoldShap values may become inaccurate when the set Z becomes ‘small’ relative to the true data manifold.

G.2.4 ManifoldShap vs RJBShap

In this experiment, we demonstrate that RYBShap provides explanations for f,(x) == f(x)p(x) which is fundamentally
different from f(x). The explanations obtained can therefore be misleading.

Data generating mechanism. In this experiment, ¥ C R? and )V C R. Specifically,

()60 1))

Moreover, the ground truth model under consideration is Y := f(X) = exp(X?/2). The model is deliberately chosen
so that f(X)p(X) only depends on Xo, while f(X) only depends on X;. Therefore, the Interventional Shapley value
for feature 2 is 0, i.e., ¢ = 0. In contrast, the RIBShap value for feature 1 is O, since fp(X) is independent of feature
1. Therefore, if we use RIBShap to explain the function f(X), we would be misled into concluding that the function is
independent of feature 1, when in reality the function is independent of feature 2.

For this experiment, we use Z = P, with a = 1 — 1073 to compute ManifoldShap, and use the ground truth data density
to compute RIBShap values.

Results. Using the data-generating mechanism defined above, we generate datapoints {x(i)}5ﬂ({, and compute Shapley
values for these datapoints. Figure 9a shows the top features according to different value functions. The results confirm
that, for RIBShap the top feature is feature 2 for all datapoints, whereas for ground truth Interventional Shapley value
feature 1 is most important for all datapoints. ManifoldShap values remain significantly closer to ground truth IS values,
as over 98% datapoints have feature 1 as the most important feature.

Figure 9b shows the histograms of Shapley values for different value functions. For a fair comparison, we normalise the
Shapley values so that ), (1.2} |¢;| = 1. It can be seen that ManifoldShap values are very close to the ground truth IS
values, while the RIBShap values provide a stark contrast to the ground truth IS values. For IS values, |¢1| = 1 and ¢ = 0
which accurately reflects the fact that the function f only depends on feature 1. In contrast, for RIBShap, ¢; = 0 and

|p2| = 1.
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Figure 10: Top features according to different Shapley value functions for increasing feature dimensions d. ‘IS (GT)’ refers
to the ground truth Interventional Shapley values.

G.2.5 Accuracy with increasing feature space dimensions

In this experiment, we illustrate how the accuracy of computed Shapley values varies with increasing dimensions of the
feature space. Here, we consider dimensions of feature space d € {100, 200, 500}.

Data generating mechanism. Here, X € Rand Y C R. Specifically,

X ~N(04,%%), where % =1(i=j)+0.91(i # j)
Y = X;.

In this example, the correlation between any two features is 0.90. This high positive correlation among features restricts
support size of the data. Additionally, the model under consideration is the perturbed model

FX)=Y + 10 X,1(X & Pa).

We use VAEs to estimate P,, as described in Section F, and choose o = 1 — 1073,

Like in previous experiments, the model only depends on the first feature X; on the a-manifold, i.e., f(X) = X; when
X € P,. Since P, contains 99.9% of the data, the mean squared error of f(X) is very small (of the order O(1073)).

Results. Using the data generating mechanism described above, we generate datapoints {x(*) 1990 and compute Shapley

values for these datapoints. In this example, we use the supervised approach in Section E to compute the conditional
expectation for CES values, and we use the rejection sampling procedure in Section C.2 to estimate ManifoldShap values.

Figure 10 shows the top features according to different value functions for d € {100, 200, 500}. The results show that, IS
values attribute greater importance to feature 2 for more than 90% of the datapoints, for all values of d under consideration,
while the remaining datapoints have feature 1 as the most important feature. Similarly, both RIBShap and CES attribute
greatest importance to feature 1 for less than 50% of the datapoints. Moreover, the importance that CES attributes to feature
1 decreases with increasing dimensions. Intuitively, this happens because the number of features highly correlated with
feature 1 increases as d increases, leading CES to divide the attributions among increasing number of features. Among
all the baselines considered, ManifoldShap remains closest to the ground truth Shapley values as it attributes greatest
importance to feature 1 for more than 80% of the datapoints even as d increases.

G.2.6 Sensitivity of ManifoldShap and RJBShap to density estimation errors

In this experiment we investigate the sensitivity of computed Shapley values using ManifoldShap and RJBShap, to increas-
ing density estimation errors. Here, X € R59 and Y C R. Specifically, we use the same data generating mechanism and
model used in Section G.2.5 with d = 50. We use VAEs to obtain a density estimate 5(x), which is subsequently used to
estimate RIBShap and P,, for ManifoldShap estimation. We generate datapoints {x(V)}% and compute ManifoldShap
and RJBShap values for these datapoints, using density estimates of differing quality obtained by training VAE for different
number of epochs.

Table 1 shows the percentage of datapoints with feature 1 as the most important feature as per each value function, for
different density estimates. We use the oracle density of X to estimate density mean squared error in table 1. It can be
seen that ManifoldShap is significantly less sensitive to density estimation errors as compared to RIBShap. This is because
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Table 1: The percentage of datapoints with feature 1 as the most important feature as per each value function, for different
density estimates obtained by training VAE for different number of epochs.

No. of epochs 10 50 200  Oracle density

ManifoldShap 79.9 785  80.2 81.0
RJBShap 17.5 150 10.0 13.1

Density MSE ~ 395.1 220.0 63.7 0.0

ManifoldShap only depends on the density estimate via the indicator 1(p(x) > €(®)), whereas RIBShap depends on the
density explicitly.
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