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Abstract

Learning to hash has become popular for video
retrieval due to its fast speed and low storage con-
sumption. Previous efforts formulate video hash-
ing as training a binary auto-encoder, for which
noncontinuous latent representations are opti-
mized by the biased straight-through (ST) back-
propagation heuristic. We propose to formulate
video hashing as learning a discrete variational
auto-encoder with the factorized Bernoulli la-
tent distribution, termed as Bernoulli variational
auto-encoder (BerVAE). The corresponding ev-
idence lower bound (ELBO) in our BerVAE
implementation leads to closed-form gradient
expression, which can be applied to achieve
principled training along with some other un-
biased gradient estimators. BerVAE enables
uncertainty-aware video hashing by predicting
the probability distribution of video hash code-
words, thus providing reliable uncertainty quan-
tification. Experiments on both simulated and
real-world large-scale video data demonstrate
that our BerVAE trained with unbiased gra-
dient estimators can achieve the state-of-the-
art retrieval performance. Furthermore, we
show that quantified uncertainty is highly cor-
related to video retrieval performance, which
can be leveraged to further improve the re-
trieval accuracy. Our code is available at
https://github.com/wangyucheng1234/BerVAE

1 INTRODUCTION

With the bursting of social media data, in particular from
the video sharing services such as YouTube and TikTok,
efficient search engines and recommendation systems for
such high-volume data are crucial for diverse online ser-
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vices. Hashing is one of fast, stable, and accurate al-
gorithms for content-based retrieval (Indyk and Motwani,
1998; Dasgupta et al., 2011; Broder, 1997; Broder et al.,
1997). Traditionally, the design of the hash function that
maps the input data to hashing keys or code-words (hash-
codes) requires significant efforts to achieve the desired
retrieval effectiveness and efficiency. Recent advances in
learning to hash make it possible to learn this hash function
automatically from data for complicated media data such
as documents, images, and videos. As discussed in many
previous works (Zhang et al., 2016; Song et al., 2018), for
large-scale video databases, learning to hash for video re-
trieval can bring storage and computational benefits with
the availability of high volume of streaming video data
for training.

Modern deep neural networks (DNNs) have been applied
to different computer vision tasks, including image classi-
fication (Krizhevsky et al., 2012; Simonyan and Zisserman,
2015), semantic segmentation (Long et al., 2015; Ron-
neberger et al., 2015), image synthesis (Goodfellow et al.,
2014; Kingma and Welling, 2013), and have achieved great
successes. While those DNNs with modern computer hard-
ware are capable of modeling high-dimensional and highly
non-linear mappings and can even keep up with the hu-
man experts on a series of challenging tasks, they are no-
torious for making overconfident predictions. In some sce-
narios when designing DNNs for predictions with critical
consequences, reliable uncertainty quantification is as im-
portant as accurate model prediction. The Bayesian meth-
ods, coming naturally with the capability of quantifying
predictive uncertainty, have been integrated with many ma-
chine learning models to achieve better empirical perfor-
mance and uncertainty quantification. Recent advances
in different approximate Bayesian inference methods, for
example, Monte-Carlo (MC) Dropout (Gal and Ghahra-
mani, 2016) with corresponding amortized variational in-
ference (Kingma and Welling, 2013), have further made it
possible to scale the Bayesian learning methods to large
DNN models.

Many previous works in video hashing train an auto-
encoder with dichotomized latent representations as hash-
codes for corresponding videos (Zhang et al., 2016; Song
et al., 2018; Li et al., 2019b, 2021; Yuan et al., 2020). Al-
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though they have achieved satisfying retrieval performance
on large-scale datasets, there are several limitations to be
addressed. First, the binary hash-code of each video is gen-
erated by dichotomizing the continuous latent representa-
tions, often in some heuristic ways. When training the auto-
encoder, heuristic tricks (Bengio et al., 2013) were adopted
to approximate the back-propagated gradients due to non-
differentiability of the discrete binarization operators. This
may affect the learning-to-hash performance. Second, none
of them can provide reasonable uncertainty quantification.
With potential uncertainty in derived video hashing due to
the data size, data heterogeneity, as well as the data-driven
nature of learning to hash, it is critical to have a new video
hashing model that can reliably quantify the uncertainty,
which is not available in any of the existing methods to the
best of our knowledge.

In this work, we directly model hash-codes probabilisti-
cally as factorized latent Bernoulli random vectors. Learn-
ing to hash can be formulated by deriving the variational
posterior of this latent random vector in a Bernoulli vari-
ational auto-encoder, hence the name BerVAE. With the
learned variational posterior of hash-codes, BerVAE is ca-
pable to provide high-quality uncertainty quantification. To
train our BerVAE considering the discrete latent Bernoulli
random vector, we adopt and benchmark several gradi-
ent estimators, including the commonly adopted straight-
through (ST) heuristic, which ignores the discrete binariza-
tion operator, as well as several biased and unbiased gra-
dient estimators when involving discrete random variables:
Gumbel-Softmax (GS) (Jang et al., 2016; Maddison et al.,
2016), and unbiased uniform gradient (U2G) (Yin et al.,
2020). U2G, independently developed as DisARM (Dong
et al., 2020), is an improved version of the ARM gradi-
ent estimator (Yin and Zhou, 2019). We also derive the
closed-form gradient with our adopted decoder in video
hashing. We perform comprehensive ablation studies on
both synthetic and real-world data and demonstrate that
our BerVAE-based video hashing can achieve state-of-the-
art retrieval performance; and more importantly, BerVAE
facilitates uncertainty quantification of derived hash-codes
for better video retrieval and consequent decision making.

2 RELATED WORKS

We review the related works on learning to hash and gen-
erative modeling with discrete latent representations.

Pioneering works of learning to hash include Spectral
Hashing (Weiss et al., 2008), Linear Discriminant Analy-
sis (LDA) Hashing (Strecha et al., 2011), and Graph Hash-
ing (Liu et al., 2011, 2014). Although those methods can
automate the design of hash functions using the collected
data and save human efforts, they often require handcraft
features. Deep learning-based hashing models have been
proposed recently and had success in analyzing various

types of data. Semantic Hashing (Salakhutdinov and Hin-
ton, 2009) is among the earliest works using DNNs for
hashing, where a two-stage procedure is proposed to train
a deep auto-encoder for document retrieval in a fully unsu-
pervised manner.

For high-dimensional complex data such as images and
videos, some previous deep hashing models include Deep
Hashing (DH) (Erin Liong et al., 2015), Deep Pairwise-
Supervised Hashing (DPSH) (Li et al., 2016), and Self-
Supervised Temporal Hashing (SSTH) (Zhang et al., 2016).
DH (Erin Liong et al., 2015) is capable to capture the non-
linearity of the learned hashing function and the predicted
hash-codes of the whole database can maintain the desired
variability and balance by the designed activation func-
tion and training losses. The authors of DPSH (Li et al.,
2016) further introduced the pairwise contrastive labels to
the deep-hashing model training. To model the temporal
order information of video frame sequences, the authors
in SSTH (Zhang et al., 2016) proposed a Binary Long
Short-Term Memory (LSTM) encoder and a Recurrent
Neural Network (RNN) decoder for video hashing. More
recent advances, including Self-Supervised Video Hash-
ing (SSVH) (Song et al., 2018), Neighborhood Preserving
Hashing (NPH) (Li et al., 2019b), Central Similarity Quan-
tization (CSQ) (Yuan et al., 2020), Unsupervised Varia-
tional Video Hashing (UVVH) (Li et al., 2019a) and Bidi-
rectional Transformers Hashing (BTH) (Li et al., 2021),
further improved the video retrieval accuracy through novel
neural network architectures (Song et al., 2018; Li et al.,
2019b, 2021), loss function design (Song et al., 2018; Li
et al., 2019b) and unsupervised contrastive label genera-
tion (Li et al., 2019a; Yuan et al., 2020; Li et al., 2019b).

VAE (Kingma and Welling, 2013), a deep generative model
suitable for unsupervised representation learning, models
the latent representations as random variables. When train-
ing VAEs, the evidence lower bound (ELBO) is optimized
to minimize the discrepancy between the generative distri-
bution and data distribution. Discrete generalization mod-
els of VAE have been proposed recently and are successful
for data compression (van den Oord et al., 2017; Razavi
et al., 2019) and discrete representation learning (Rolfe,
2016; Park et al., 2021). However, optimizing these dis-
crete VAEs is notoriously challenging as the reparameter-
ization tricks can not be directly applied and the gradient
of the latent distribution is hard to estimate. Some popu-
lar biased gradient estimators includes commonly adopted
straight-through (ST) (Bengio et al., 2013), which ignores
the discontinuity by the introduction of discrete latent dis-
tribution, and Gumbel-Softmax (GS) (Jang et al., 2016;
Maddison et al., 2016), which relaxes the discrete latent
representations continuously with the softmax function.
REINFORCE, a widely applicable unbiased gradient esti-
mator that estimates gradients by Monte Carlo estimation,
often suffers from high variance, and many recent works
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were proposed to alleviate this issue (Yin and Zhou, 2019;
Dong et al., 2020; Yin et al., 2020). In particular, VAEs
with binary latent representations are especially suitable for
unsupervised learning to hash, which was applied to text
retrieval (Chaidaroon and Fang, 2017; Dong et al., 2019;
Dadaneh et al., 2020; Mena and Ñanculef, 2019) as well
as image and video retrieval (Verwilst et al., 2021; Fajtl
et al., 2020; Li et al., 2019a). One drawback is that pre-
vious works reparameterize the latent Bernoulli distribu-
tion using continuous distribution or thresholding function,
whose quantization error may result in information loss.
Moreover, none of them provides reasonable uncertainty
quantification, which is crucial for reliable data retrieval.

The major difference between our Bernoulli
VAE (BerVAE) and previous models that incorporate
VAEs with binary latent representations is that we op-
timize the distribution of discrete hash-codes using the
U2G/DisARM estimator, which can alleviate the bias
issue and have low variance; and moreover, our model can
provide reasonable and reliable uncertainty quantification
for video retrieval, which has not been discussed in any
previous works to the best of our knowledge.

3 METHOD

3.1 Problem Settings

Suppose that we have a video dataset with N video clips
S = {V1, V2, V3, . . . , VN}. The objective of unsupervised
video hashing is to map each input video to the correspond-
ing k-bit hash-codes B = {b1, b2, . . . , bN |bi ∈ {−1, 1}k}
such that each video pair Vi, Vj with similar content can
have the hash-codes bi, bj with a smaller Hamming dis-
tance while a video pair Vp, Vq with different contents will
have bp, bq with a larger Hamming distance between them.

To enable uncertainty-aware video retrieval, we here in-
novate a Bayesian video hashing strategy by formulat-
ing unsupervised video hashing to find the posterior dis-
tribution of B given S: p(B|S) = p(S|B)p(B)

p(S) . Since
p(S) =

∫
B p(S|B)p(B)dB is intractable, we reformu-

late the problem as minimizing the Kullback–Leibler (KL)
divergence between the variational distribution qϕ(B|S),
which is parameterized by ϕ, and the true posterior dis-
tribution p(B|S) to approximate. This variational infer-
ence problem can be solved by minimizing the negative
evidence lower bound (negative ELBO) given the training
video data (Kingma and Welling, 2013). If the likelihood
p(S|B) is parameterized by ψ, then the negative ELBO
given S can be written as follows:

LELBO(ϕ, ψ) = −Eqϕ(B|S)[log pψ(S|B)]
+DKL(qϕ(B|S)||p(B)).

(1)

3.2 BerVAE for Video Hashing

Figure 1 illustrates our BerVAE-based video hashing ar-
chitecture. To represent a video clip, we randomly
choose M frames from each video and the temporal in-
formation of frame-sequence is exploited by a transformer
network, following Li et al. (2021). Denote the out-
put of the transformer encoder network for video Vi by
{h1

i ,h
2
i , . . . ,h

M
i |hmi ∈ Rd×1}. We use a linear layer with

a weight matrix W t and a mean pooling layer to aggregate
them into a vector with the same dimension of hash-code
bi, parametrizing the corresponding success probabilities
of random hash-code bits:

tmi =W thmi ∈ Rk×1,m = 1, 2, . . . ,M,

t̄i =
1

M

M∑
m=1

tmi ,

qϕ(b
v
i |Vi) =

{
σ(t̄

v
i ) when bvi = 1

1− σ(t̄
v
i ) when bvi = −1

, v = 1, 2, . . . , k,

(2)

where bvi denotes the v-th bit of bi, and σ(x) = 1
1+e−x is

the sigmoid function. As we are reconstructing the video
feature Vi ∈ RM×d from the aggregated binary vector
bi ∈ Rk×1, we use wRc1 ∈ RM×1 to reconstruct the
whole frame-sequence, and WRc2 ∈ Rk×d to reconstruct
the features of each frame Vi = {v1

i ,v
2
i , . . . v

M
i }. Let

wm
Rc1 denote the m-th entry of wRc1. We assume that the

likelihood of video features vmi given hash-code bi is a
Gaussian distribution with mean µmi = wm

Rc1b
T
i WRc2 and

isotropic diagonal covariance matrix Σ = σ2
RcId×d. The

log-likelihood of S with respect to B is given by:

log pψ(S|B) =
N∑
i=1

M∑
m=1

log pψ(v
m
i |bi) = Lv + C, (3)

where the sum of squared errors Lv =
−
∑N
i=1

∑M
m=1

1
2σ2

Rc
||vmi − µmi ||22 and C =

−
∑N
i=1

dM
2 log 2πσ2

Rc is a constant. The negative
ELBO in (1) can be rewritten as follows:

LELBO(ϕ, ψ) = Eqϕ(B|S)[

N∑
i=1

M∑
m=1

1

2σ2
Rc
||vmi − µmi ||22]

+

N∑
i=1

DKL(qϕ(bi|Vi)||p(bi)).

(4)

Modeling the prior of each hash-code bit p(bvi ) as a
Bernoulli distribution with the success probability pv to be
1 and otherwise 1− pv to be −1, the KL term has a closed
form DKL(qϕ(bi|Vi)||p(bi)) =

∑k
v=1[σ(t̄

v
i ) log

σ(t̄vi )
pv +

(1− σ(t̄
v
i )) log

1−σ(t̄vi )
1−pv ].
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In practice, in order to balance the scales of two loss terms,
we adopt the following minimization objective:

LELBO(ϕ, ψ) =
Eqϕ(B|S)[

∑N
i=1

∑M
m=1 ||vmi − µmi ||22]

MNd

+
λ
∑N
i=1DKL(qϕ(bi|Vi)||p(bi))

KN
,

(5)

where λ is a hyper-parameter reflecting our prior belief rel-
ative to the likelihood of observed data.

3.3 Training BerVAE

To train BerVAE, we need to back-propagate the gradients
of the expected negative ELBO with respect to the encoder
and decoder parameters {ϕ, ψ}. With the discrete random
hash-code bi, the encoder parameters ϕ can not be opti-
mized directly using the back-propagation algorithm with
Monte-Carlo sampling. In previous works, the encoder
network is trained using the straight-through (ST) heuris-
tic, ignoring the discrete thresholding when applying the
chain rule.

Principled training to achieve tighter ELBO is crucial for
both Bayesian inference and uncertainty quantification to
derive effective video retrieval by better capturing the gen-
erative distribution of hash-codes. We here consider gra-
dient estimators that are unbiased and/or with low vari-
ance and couple them in back-propagation for training
BerVAE. In particular, we apply unbiased uniform gra-
dient (U2G) (Yin et al., 2020), which achieves the min-
imum variance of augment-reinforce-merge (ARM) esti-
mators (Yin and Zhou, 2019) by integrating out the in-
duced randomness by reparameterizing discrete random
variables.

For any function f : {−1, 1}k → R, and Bernoulli random
vector b ∼ qϕ(b|S) as in (2), the U2G estimator for the
gradient of the form ∇t̄Eb∼qϕ(b)[f(b)] is:

∇t̄Eb∼qϕ(b)[f(b)] ≈
σ(|t̄|)
2

[(f(2× 1[u>σ(−t̄)] − 1)

− f(2× 1[u<σ(t̄)] − 1))(1[u>σ(−t̄)] − 1[u<σ(t̄)])],

(6)

where u is sampled from a factorized continuous uni-
form distribution between 0 and 1, and 1[u>σ(−t̄)] =

(1[u1>σ(−t̄1)],1[u2>σ(−t̄2)], . . . ,1[uk>σ(−t̄k)])
T . One

U2G sample requires two evaluations of f(·), compared
to 2k evaluations if we want to calculate the closed-form
gradient ∇t̄Eb∼qϕ(b)[f(b)] for arbitrary f(·). To train our
BerVAE, the gradient with respect to the parameters ϕ of
the q distribution, ∇ϕEb∼qϕ(b)[f(b)], can be further cou-
pled with back-propagation.

As a special case with a linear decoder network and factor-
ized Gaussian likelihood, we can calculate the closed-form

negative ELBO and the gradient of negative ELBO with re-
spect to the encoder parameters by back-propagation with-
out evaluating the decoder for 2k times. We include the full
derivation in Appendix A. The gradient contributed from
the KL term and ∂t̄

∂ϕ can be calculated with the standard
back-propagation procedure. We also benchmark the U2G
estimator and our derived closed-form gradients with other
commonly adopted gradient estimators, including ST and
Gumbel-Softmax (GS) estimators (Jang et al., 2016; Mad-
dison et al., 2016) in Section 4.1.

3.4 Uncertainty-aware Video Retrieval

The probabilistic modeling of hash-codes enables learning
to hash with Bernoulli latent vectors as well as quantifying
their uncertainty. We predict the hash-code of any given
video clip by thresholding each entry of the predicted suc-
cess probability:

bvi =

{
1 if σ(t̄vi ) ≥ 0.5,

−1 otherwise.
(7)

This is equivalent to the maximize-a-posterior (MAP)
inference with the variational posterior distribution
qϕ(bi|Vi). For each query video, we retrieve the most sim-
ilar videos by the Hamming distances of their hash-codes.
We adopt Shannon’s entropy of the variational posterior
distribution qϕ(bi|Vi) to quantify the inferred hash-code
uncertainty:

H(qϕ(bi|Vi)) = −
k∑
v=1

[σ(t̄
v
i ) log σ(t̄

v
i )

+ (1− σ(t̄
v
i )) log (1− σ(t̄

v
i ))].

(8)

This quantified uncertainty can be indicative of the video
retrieval error and help further improve retrieval perfor-
mances. As a simple illustration in this work, we consider
withholding the videos with the highest quantified uncer-
tainty of latent hash-codes from the final video retrieval
results. Our experiments in Section 4 demonstrate em-
pirically that this straightforward strategy can effectively
improve video retrieval accuracy and serve as a way to
benchmark the uncertainty quantification performance in
video hashing.

4 EXPERIMENTS

We first evaluate different gradient estimators for model
training and demonstrate the effectiveness of BerVAE-
based hash-code embedding with low-dimensional toy ex-
amples in Section 4.1. We then evaluate BerVAE-based
video hashing on real-world large-scale video datasets. We
introduce the FCVID dataset, the evaluation metrics, and
training details in Sections 4.2, 4.3 and 4.4. We compare
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Figure 1: Schematic illustration of BerVAE-based video hashing: hash-codes are modeled as latent Bernoulli random
vectors for uncertainty-aware unsupervised video hashing.

our method with the baseline model (Li et al., 2021), from
which we inherit the backbone architecture with, and show
the uncertainty quantification capability of BerVAE in Sec-
tions 4.5 and 4.6 on FCVID. We have also conducted exper-
iments on the ActivityNet dataset (Heilbron et al., 2015),
reported in Appendix C.2 due to limited space. Lastly in
Section 4.7, we visualize our uncertainty quantification re-
sults qualitatively and through t-SNE visualization.

4.1 Toy Examples

Experimental Settings Both the training and test sets in
our first toy example are composed of 10,000 points inde-
pendently sampled from a mixture of 2-D Gaussian distri-
butions with the mean µ1 = (−0.5, 0)T , µ2 = (0.5, 0)T ,
and µ3 = (1.5, 0)T , and variance σ2I of different σ values.
The encoder network is composed of three fully connected
layers, each with the ReLU activation function and batch
normalization layer. The decoder network is composed of
one linear layer. We follow the same model training as de-
scribed in Section 3 with the 2-D sampled Gaussian inputs.
The latent vector z is modeled as a 2-bit Bernoulli random
vector whose success probabilities are modeled by the en-
coder network with a sigmoid activation function. Similar
as Dong et al. (2020), we compare different gradient esti-
mators by their achieved training ELBO.

Results & Discussion We report the training ELBO, de-
rived hash-code latent representations, and predicted uncer-
tainty of each test points in Figures 2, 3, and 4. We use the

(a) σ = 0.15 (b) σ = 0.3

Figure 2: Training ELBO for BerVAE with respect to the
training epochs using different gradient estimators.

same network initialization and training batches for all the
experiments.

In Figure 2, we report our training ELBO with respect to
the training epochs, where the training ELBO is evalu-
ated using the closed-form ELBO derived in Appendix A.
We observe that model training based on the ST gradient
estimator typically has the worst training loss among all
of the tested gradient estimators, probably because it has
the largest estimation bias. The convergence rate of train-
ing using U2G is slower than the one with the Closed-
Form Gradient (CFG), and the training by the Gumbel-
Softmax (GS) estimator is even slower. While training
based on U2G or GS converges slower than using CFG,
they can be easily implemented and applied to other dis-
crete VAEs with any decoder network architectures.

To benchmark and demonstrate the effectiveness of de-
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(a) U2G, σ = 0.15 (b) CFG, σ = 0.15 (c) ST, σ = 0.15 (d) GS, σ = 0.15

(e) U2G, σ = 0.3 (f) CFG, σ = 0.3 (g) ST, σ = 0.3 (h) GS, σ = 0.3

Figure 3: The clustering results based on hash-codes by BerVAE trained with different gradient estimators.

(a) σ = 0.15 (b) σ = 0.3

Figure 4: The predicted uncertainty of the BerVAE trained
with different gradient estimators.

rived hash-codes by our BerVAE, Figure 3 visualizes
the clustering results of hash-codes from BerVAE trained
with different gradient estimators. The points generated
from different Gaussian mean values are labeled with
the markers of different shape. The points encoded into
{−1,−1}, {−1, 1}, {1,−1} and {1, 1} are colored in blue,
green, cyan, and magenta, respectively. The clustering re-
sults by BerVAE trained using ST are much worse than the
ones with other gradient estimators. In all of the exper-
iments with either CFG, U2G, or GS, most of the points
encoded into the same hash-code are generated from the
same Gaussian mixture component. The points in cyan and
green are far from each other compared to the points in blue
and green. Clearly, the distance relationships in the origi-
nal input space are well preserved in terms of the Hamming
distance of their corresponding hash-codes. This indicates
that effective retrieval can be achieved by comparing the
Hamming distance of the derived hash-codes by BerVAE.

As discussed in Section 3.4, we can quantify the uncer-
tainty of the derived latent hash-codes by the Shannon’s
entropy of the predicted posterior distribution in BerVAE.
With the same y-coordinate of each Gaussian mixture com-
ponent center in this example, we integrate the Shannon’s

entropy along the y-axis and plot the uncertainty with re-
spect to the x-coordinate in Figure 4 to illustrate the uncer-
tainty quantification capability of BerVAE. From the plots
in Figure 4, the predicted uncertainty is the highest at the
boundary between each of the neighboring clusters. The
predicted uncertainty peaks of the CFG, U2G and GS es-
timators are closer to 0 and 1, and the x-coordinate values
of the corresponding Gaussian mixture component centers.
It is clear that the clustering results by ST are the worst
and the predicted uncertainty is the most biased. Espe-
cially when x ∈ [0, 1], the derived latent hash-codes from
BerVAE with ST fail to cluster reasonably. Besides the
above experiment, We provide another toy example, for
which we set different y-coordinates for the centers of the
Gaussian mixture components. We include our results in
Appendix B due to limited space, which show the same
trends as the first example. Based on these, we choose to
optimize the encoder network of BerVAE by U2G for video
hashing.

4.2 Real-world Video Dataset

FCVID, the Fudan-Columbia Video Dataset (Jiang et al.,
2018), is a large-scale video dataset containing a total of
91,223 videos in 239 categories with a total duration of
4,232 hours. Following previous works (Zhang et al., 2016;
Song et al., 2018; Li et al., 2019b,a, 2021; Yuan et al.,
2020), we use 91,185 videos of them with 45,585 for train-
ing and 45,600 for testing.

4.3 Evaluation Metrics

Video Retrieval In a ranking-based retrieval system, Av-
erage Precision (AP) is the integrated performance measure
jointly considering precision and recall. Let P (k) be the
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precision of the top k videos, and rel(k) the indicator func-
tion that the k-th video is relevant, and |{Relevant}| is the
number of all the relevant videos in the database. We have:

AP (k) =

∑N
k=1 P (k)× rel(k)
|{Relevant}|

. (9)

Following previous works (Zhang et al., 2016; Song et al.,
2018; Li et al., 2019b,a, 2021; Yuan et al., 2020), we use
the mean Average Precision@K (mAP@K) on the whole
test set to evaluate the retrieval performance of BerVAE-
based video hashing, with K retrieved video clips when
we calculate the average precision.

Uncertainty Quantification In Section 3.4, we have dis-
cussed a strategy to withhold the uncertain videos from re-
trieval results to improve the accuracy of video retrieval.
To compare the uncertainty quantification performance of
different models in video retrieval, we investigate the Im-
provement by Deleting Uncertain data (IDU), based on the
following expression:

IDU(K) =

∫ 1

0

[mAP@K(p)− mAP@K(0)]dp, (10)

where mAP@K(p) represents mAP@K after deleting p
percentage of videos with the most uncertain inferred hash-
codes. IDU measures how much the retrieval accuracy can
be improved with the videos of the most uncertain hash-
codes gradually removed from the database.

4.4 Backbone Architecture & Settings

Following Li et al. (2021), we use the Transformer net-
work (Vaswani et al., 2017) to model the temporal order
information of frame-sequences. For each video, we ran-
domly select M = 25 frames and the dimension of the
feature representation of each frame is 4,096. We use
Adam (Kingma and Ba, 2014) and set the learning rate to
3×10−4. We train our model for 200 epochs. For KL-loss,
we set the prior strength of our BerVAE λ to be 0.1 and
add ϵ = 1 × 10−8 on both denominator and numerator to
prevent numerical issues. We run the experiments on Py-
Torch (Paszke et al., 2019) 1.8.1 and use the same model
parameter initialization for BTH (Li et al., 2021) and our
BerVAE in each experiment. We do not control the ran-
domness of SSVH (Song et al., 2018) as its implementation
is based on Theano (The Theano Development Team et al.,
2016).

4.5 Comparison with Baselines

We compare the retrieval performance of our BerVAE-
based video hashing with several state-of-the-art (SOTA)
models whose implementations are open-source. Those
SOTA models we choose are all trained with combinations

of different loss terms, including commonly adopted pair-
wise contrastive loss. As our focus is unsupervised video
hashing and demonstrating the advantages of principled
training with BerVAE. For fair comparison, we choose to
compare our BerVAE with the models trained with only the
reconstruction loss. We have further tested other settings
and included the results of our BerVAE trained with con-
trastive and other regularization loss terms in Appendix C.1,
which also demonstrate superior performance compared to
their corresponding baselines. The retrieval accuracy of
the video clips with the top 75% confident hash-codes pre-
dicted by BerVAE is reported along with results of other
models. We also include the results of our reproduced base-
line model, SSVH (Song et al., 2018) and BTH (Li et al.,
2021), with their original implementations including con-
trastive loss for completeness. Our experimental results on
FCVID are reported in Figure 5, where the performances
of the baselines trained with combined losses are plotted in
dotted lines.

Observing the performance trends of the solid lines focus-
ing on unsupervised video hashing in Figure 5, our BerVAE
outperforms the baseline models on FCVID, and also on
ActivityNet when we learn 32- and 64-bit hash-codes (for
the latter, we leave the details in Appendix C.2). The
baseline BTH (Li et al., 2021) trained with all the origi-
nal loss terms still maintains performance advantage over
BerVAE. However, when comparing with the other SOTA
models with unsupervised hashing implementations, it is
clear that our BerVAE-based video hashing achieves better
or similar retrieval performances. Compared to the base-
line trained with only the reconstruction loss, BerVAE sig-
nificantly outperforms SSVH and achieves 0.014, 0.02 and
0.015 better mAP@20 with 32-, 64- and 128-bit hash-codes
than BTH. BerVAE even achieves better performance than
SSVH with the combined losses with 32- and 64-bit hash-
codes. With the 25% uncertain videos withheld from re-
trieval, BerVAE can achieve similar performance with the
BTH trained with combined losses. The full quantita-
tive experimental results can be found in Supplementary
Tables 1, 2, and 3 in Appendix C.1. We leave the de-
sign of uncertainty-preserving contrastive loss and other
heuristic loss terms implemented in BTH for our future
research for supervised hashing. One critical advantage
of BerVAE is its uncertainty quantification capability. By
withholding the videos with highly uncertain hash-codes,
our uncertainty-aware video retrieval can achieve similar, if
not better, retrieval performances with the models equipped
with different loss terms.

4.6 Uncertainty-aware Video Retrieval

To demonstrate the uncertainty quantification capability of
BerVAE, we first include the box-plot of each query video’s
AP@20 with respect to the predicted uncertainty of its
hash-code on FCVID in Figure 6. It is clear that, as the
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(a) 32-bit (b) 64-bit (c) 128-bit

Figure 5: Retrieval accuracy of BerVAE compared with state-of-the-art models with different bit length of hash-codes on
FCVID. K is the number of retrieved video clips when calculating mAP@K given a query video.

(a) 32-bit (b) 64-bit (c) 128-bit

Figure 6: Box-plots of AP@20 values with respect to the
predicted uncertainty of video hash-codes on FCVID.

(a) (b)

Figure 7: (a) mAP@20 of remaining video clips with re-
spect to the percentage of clips withheld from retrieval; (b)
IDU of mAP@K with different K.

predicted uncertainty of the video hash-code goes higher,
its retrieval accuracy tends to get worse, illustrating a sig-
nificant correlation between the predicted hash-code uncer-
tainty and video retrieval error. Such trends can also be
observed on ActivityNet, as provided in Appendix C.2.

Taking advantage of this observation, we further report
mAP@20 for retrieved video clips when we withhold spe-
cific percentages of videos with uncertain hash-codes in
Figure 7a. When video clips with the most uncertain hash-
codes are withheld from retrieval results, we observe sig-
nificantly improved average retrieval accuracy. In Fig-
ure 7b, we report the IDU values defined in (10), which are
the integrated mAP improvement in Figure 7a, to illustrate
the benefits of BerVAE-enabled uncertainty quantification.
For all different K and hash-code bit-length settings, our
model can consistently improve the retrieval accuracy. The
quantitative details are provided in Supplementary Table 7
in Appendix C.1.

4.7 Visulization and Discussion

We visualize the retrieval and uncertainty quantification ca-
pability of a 64-bit BerVAE trained on FCVID. Figure 8
shows several exemplar frames of the video clips with the
most certain and uncertain hash-codes. The uncertainty
of inferred hash-codes differs drastically in different cat-
egories. For example, the clips in the “billiard” category
have significantly lower uncertainty than clips in other cat-
egories. A possible explanation is that most of the “bil-
liard” videos contain common visual features, for example
a pool table, which makes them easier to identify than clips
from other categories.

We have also investigated retrieval results using the query
videos with the most certain and uncertain hash-codes in
three different categories, whose exemplar frames are pro-
vided in Figure 9. Even within the same category, the un-
certainty may differ by each video. Typically, the video
clips with the most certain hash-codes have similar appear-
ance as many other videos in the same category while the
most uncertain videos look drastically different from other
videos. Query videos with certain hash-codes often have
more accurate retrieval results in general.

billiard billiard billiard billiard billiard

Certain

Uncertain

marriageProposal diving penSpinning skateboardingsnake

Figure 8: Exemplar frames of the five video clips with the
most certain and uncertain hash-codes in FCVID.

We also provide t-SNE visualization (Van der Maaten and
Hinton, 2008) of the predicted hash-codes of video clips
with different uncertainty levels and in different categories
in Figures 10 and 11. It is obvious that for videos in the
whole dataset and for videos in each category, compared to
the certain hash-codes, the uncertain hash-codes are more
spread-out in the latent hash-code space. They also tend
to have larger distances from the hash-codes of the videos
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socialDance
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washingAnInfant

Query Retrieved Video Clips

socialDance

americanFootballAmateur

washingAnInfant
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washingAnInfant

socialDance

americanFootballAmateur

washingAnInfant

socialDance

americanFootballAmayeur

washingAnInfant

Query Retrieved Video Clips

diningAtRestaurant

train

skateboarding

birthday

marathon

makingSushi

elephant

kickingShuttlecock

singalLensReflexCamera

Certain Uncertain

Figure 9: The top-3 retrieved video clips of the query videos with the most certain and uncertain hash-codes in three
selected categories of FCVID with exemplar frames.

(a) (b)

Figure 10: t-SNE visualization of hash-codes with the low
(a) and high (b) uncertainty in FCVID: (a) and (b) visual-
ize the hash-codes with the uncertainty ranked the top and
bottom eighth, respectively.

(a) (b) (c) (d)

Figure 11: t-SNE visualization of video hash-codes of three
categories in Figure 9: (a) video hash-codes from all three
categories. (b-d) video hash-codes with the uncertainty
ranked the top and bottom fifth (colored in blue and orange)
in each of three categories, respectively.

in the same categories. Compared to clustered hash-codes
with lower uncertainty, it is more likely for them to retrieve
videos with different semantic meaning, resulting in high
retrieval error rate.

5 SUMMARY AND FUTURE WORKS

We have developed a new Bayesian video hashing frame-
work based on BerVAE, which captures the randomness of
hash-codes by factorized latent Bernoulli distributions. Our

BerVAE is capable of providing state-of-the-art hashing-
based video retrieval performances. More importantly,
our BerVAE-based video hashing is the first model that is
equipped with reasonable uncertainty quantification, which
can help further calibrate the retrieval results for better de-
cision making.

The current focus in this work is uncertainty-aware unsu-
pervised video hashing. To further improve the retrieval
performance, BerVAE can be modified with other learn-
ing strategies in the literature of learning to hash, such as
contrastive learning and other supervised learning methods
when additional video category labels are available, which
we leave for our future research. Equipped with the uncer-
tainty quantification capability, BerVAE-based video hash-
ing has the promising potential to help advance content-
based retrieval, especially for high-volume data such as
videos.

There are several limitations of our current work. First, our
current model is trained end to end in an purely unsuper-
vised manner. In some scenarios where the supervision la-
bels are easy to acquire, we may effectively and efficiently
utilize those labels to improve the retrieval performance
while preserving the uncertainty quantification capability,
which we have not discussed in our current work. Second,
as a simple illustration of the effectiveness of our quanti-
fied uncertainty, we gradually remove the query video clips
with the uncertain hash-codes from the database. This strat-
egy may not be always realistic in practice, and some ad-
vanced training and retrieval strategies based on the quan-
tified uncertainty can be developed to further illustrate the
importance of uncertainty quantification. We leave these
for our future research.
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L., Desmaison, A., Köpf, A., Yang, E., DeVito, Z., Rai-
son, M., Tejani, A., Chilamkurthy, S., Steiner, B., Fang,
L., Bai, J., and Chintala, S. (2019). Pytorch: An impera-
tive style, high-performance deep learning library.

Razavi, A., van den Oord, A., and Vinyals, O. (2019). Gen-
erating diverse high-fidelity images with vq-vae-2. In
Wallach, H., Larochelle, H., Beygelzimer, A., d'Alché-
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A DERIVATION OF CLOSED-FORM GRADIENT W.R.T PREDICTED BERNOULLI
SUCCESS PROBABILITIES

In this section, we provide the derivation of the closed-form gradient (CFG) of ELBO given the training video data. Our
adopted minimization objective has the following expression:

LELBO(ϕ, ψ) =
Eqϕ(B|S)[

∑N
i=1

∑M
m=1 ||vmi − µmi ||22]

MNd
+
λ
∑N
i=1DKL(qϕ(bi|Vi)||p(bi))

KN
. (11)

The KL term is computed as DKL(qϕ(bi|Vi)||p(bi)) =
∑k
v=1[σ(t̄

v
i ) log

σ(t̄vi )
pv + (1 − σ(t̄

v
i )) log

1−σ(t̄vi )
1−pv ], whose con-

tributed gradient can be obtained by algebraic manipulations. Here we derive the closed-form gradient contributed by the
likelihood term. The closed-form gradient of ELBO is just the summation of gradients contributed by two terms.

Given the parameters of the decoder network ψ = {wRc1, bRc1,WRc2, bRc2}, the mean of the modeled Gaussian generative
distribution can be written: µi = wRc1b

T
i WRc2. The squared error Lv in the likelihood function of Vi has the following

expression:

Eqϕ(B|S)[

N∑
i=1

M∑
m=1

1

2σ2
Rc
||vmi − µmi ||22] = Eqϕ(B|S)[

N∑
i=1

1

2σ2
Rc
||Vi − µi||22]

=

N∑
i=1

1

2σ2
Rc
Eqϕ(B|S)[||Vi − µi||22]

=

N∑
i=1

1

2σ2
Rc
Eqϕ(B|S)[tr(V Ti Vi + µTi µi − 2V Ti µi)]

=

N∑
i=1

1

2σ2
Rc

tr(Eqϕ(B|S)[V
T
i Vi + µTi µi − 2V Ti µi])

=

N∑
i=1

1

2σ2
Rc

tr(Eqϕ(B|S)[µ
T
i µi − 2V Ti µi]) + tr(V Ti Vi),

(12)

where tr(V Ti Vi) is a constant with respect to the encoder parameters and therefore will not contribute to the computation
of the gradient. The first trace term tr(Eqϕ(B|S)[µ

T
i µi]) has the following expression:

tr(E[µTi µi]) = tr[E[WT
Rc2biw

T
Rc1wRc1b

T
i WRc2]] = (wT

Rc1wRc1)tr[WT
Rc2E[bib

T
i ]WRc2]

= (wT
Rc1wRc1)tr[WRc2W

T
Rc2E[bib

T
i ]].

(13)

The second part of the trace term tr(Eqϕ(B|S)[V
T
i µi]) can be written as:

tr(E[V Ti µi]) = tr[E[V Ti (wRc1b
T
i WRc2)]] = tr[V Ti wRc1E[(bTi )]WRc2]. (14)

Putting the previous equations (13) and (14) back into (12), the squared error Lv in the likelihood function of Vi can be
expressed as:

Eqϕ(B|S)[

N∑
i=1

M∑
m=1

1

2σ2
Rc
||vmi − µmi ||22] =

N∑
i=1

1

2σ2
Rc
((wT

Rc1wRc1)tr[WRc2W
T
Rc2E[bib

T
i ]]

− 2tr[V Ti wRc1E[(bTi )]WRc2]) + tr(V Ti Vi).

(15)

The closed-form gradient of the squared error Lv with respect to each entry of the predicted Bernoulli success probabilities,
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∂Lv

∂σ(t̄v)
, can be expressed as:

∂Lv
∂σ(t̄

v
)
=
∂Eqϕ(B|S)[

∑N
i=1

∑M
m=1

1
2σ2

Rc
||vmi − µmi ||22]

∂σ(t̄
v
)

=
∂
∑N
i=1

1
2σ2

Rc
((wT

Rc1wRc1)tr[WRc2W
T
Rc2E[bib

T
i ]]− 2tr[V Ti wRc1E[(bTi )]WRc2])

∂σ(t̄
v
)

=

N∑
i=1

1

2σ2
Rc
((wT

Rc1wRc1)tr[WRc2W
T
Rc2
∂E[bibTi ]
∂σ(t̄

v
)
]− 2tr[V Ti wRc1

∂E[(bTi )]
∂σ(t̄

v
)
WRc2]).

(16)

When we model the variational distribution qϕ(bi|Vi) to be a Bernoulli distribution with the success probability σ(t̄v) to

be 1 and otherwise 1− σ(t̄
v
) to be −1, ∂E[bib

T
i ]

∂σ(t̄v)
has the following expression:

∂E[bibTi ]
∂σ(t̄

v
)

=
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0 0 . . .
... . . . 0 0
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, (17)

and ∂E[(bT
i )]

∂σ(t̄v)
= (0, 0, . . . , 2σ(t̄

v
), . . . , 0, 0) with the n-th entry to be 2σ(t̄

v
).

B SUPPLEMENTARY EXPERIMENTAL RESULTS ON TOY EXAMPLES

In this section, we include more results of another toy example. Similar as in the reported experiments for the toy example
in Section 4.1 in the main text, both of the training and test sets here are composed of 10,000 points independently sampled
from a mixture of 2-D Gaussian distributions with the mean µ1 = [−0.5, 0]T ,µ2 = [0.5, 0]T and µ3 = [0, 1]T and
variance σ2I with the same σ values as in Section 4.1 along with another case of σ = 0.2. We include the training ELBO
in Figure 12. As the y-coordinates of the Gaussian mixture component centers are no longer the same, here we plot the
predicted uncertainty using the heatmap together with the hash-code latent representations in Figure 13. The lighter color
of the heatmap represents higher predicted uncertainty of the latent hash-codes around while the darker regions represent
lower uncertainty of the hash-codes nearby. The points encoded into 2-bit hash-codes {−1,−1}, {−1, 1}, {1,−1} and
{1, 1} are represented in blue, green, cyan and magenta, respectively.

In Figure 12, we can see clearly that the unbiased CFG and U2G estimators achieve consistently the better training loss than
the biased ST and GS estimators. With enough training epochs, using the U2G estimator performs similarly as training by
CFG. The performance differences are also confirmed in the clustering and uncertainty quantification results in Figure 13.
All four gradient estimators can perform well in the easiest case with σ = 0.15. As the variance goes higher and three
mixture components have larger overlap, it is more challenging for the BerVAE-based hashing model to reconstruct all
three modes. With σ = 0.2, the models trained by the unbiased U2G and CFG can still maintain satisfactory clustering
results and reasonable uncertainty quantification, both significantly outperforming ST and GS estimators. In the third case
with σ = 0.3, where the boundaries between three modes are even more ambiguous, the BerVAE models trained with U2G
and CFG can still roughly reconstruct the modes while the model trained with the biased ST estimator fails to reconstruct
all three different modes and overestimates the uncertainty. All the above results and discussion support our choice of using
the U2G estimator in our final BerVAE training implementation.

C SUPPLEMENTARY EXPERIMENTAL RESULTS ON VIDEO DATASETS

In this section, we provide the additional experimental results on real-world large-scale video datasets. We first provide the
additional experimental results on FCVID in Section C.1. Then we present our experiments performed on the ActivityNet
dataset in Section C.2. In Section C.3, we also include the ablation experiments studying the effect of hyperparameter λ.
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(a) σ = 0.15 (b) σ = 0.2 (c) σ = 0.3

Figure 12: Training ELBO with respect to the training epochs of the BerVAE trained with different gradient estimators.

(a) U2G, σ = 0.15 (b) CFG, σ = 0.15 (c) ST, σ = 0.15 (d) GS, σ = 0.15

(e) U2G, σ = 0.2 (f) CFG, σ = 0.2 (g) ST, σ = 0.2 (h) GS, σ = 0.2

(i) U2G, σ = 0.3 (j) CFG, σ = 0.3 (k) ST, σ = 0.3 (l) GS, σ = 0.3

Figure 13: The clustering results and predicted uncertainty by BerVAE trained with different gradient estimators.
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(a) 32 bits, K = 5 (b) 64 bits, K = 5 (c) 128 bits, K = 5 (d) 32 bits, K = 10 (e) 64 bits, K = 10 (f) 128 bits, K = 10

(g) 32 bits, K = 40 (h) 64 bits, K = 40 (i) 128 bits, K = 40 (j) 32 bits, K = 60 (k) 64 bits, K = 60 (l) 128 bits, K = 60

(m) 32 bits, K = 80 (n) 64 bits, K = 80 (o) 128 bits, K = 80 (p) 32 bits, K = 100 (q) 64 bits, K = 100 (r) 128 bits, K = 100

Figure 14: Box-plots of AP@K values with respect to the predicted uncertainty of video hash-codes with K =
5, 10, 40, 60, 80, 100 on FCVID.

C.1 Additional Results on FCVID

We include the box-plots of the AP@K values of the query video clips with respect to the uncertainty level of corresponding
hash-codes of the queries with K = 5, 10, 40, 60, 80, 100 in Figure 14. All the results with different bit-lengths of hash-
codes have demonstrated that as the hash-code uncertainty goes higher, both the medians and quantiles of the distributions
of query video clips’ AP values become smaller, similar as the reported results of K = 20 in Section 4.6 in the main
text. Again, it is clear that the estimated uncertainty level by BerVAE has significant correlation with video retrieval
performance.

We have also reported the quantitative mAP values of BerVAE and the baseline models on FCVID dataset in Tables 1, 2, 3,
as well as the quantitative IDU values in Tables 7. The rows marked as ‘BerVAE+Nei’ in these tables present the retrieval
results of our BerVAE trained with the combined contrastive loss term as the one adopted in Li et al. (2021). Our BerVAE
maintains consistent performance advantage over the BTH with 64- and 128-bit hash-codes with the combined loss terms.
Moreover, the uncertainty quantification capability of our BerVAE is still well preserved.

C.2 Experiments on ActivityNet

ActivityNet (Heilbron et al., 2015) is a large-scale human action recognition dataset. It contains videos from 203 activity
classes with a total of 849 hours. We follow the previous work (Li et al., 2021) and use 9,722 videos for training, 1,000
and 3,760 videos from the validation subset of the official division for queries and retrievals.

Following (Li et al., 2021), we randomly select M = 30 frames for each video in ActivityNet and the dimension of the
feature representation of each frame is 2,048. We set the prior strength λ in the training loss for our BerVAE to be 0.01.
We first pretrain our BerVAE with the ST estimator for 50 epochs and then U2G for the remaining 150 epochs. All the
network architecture settings and the other hyperparameters are kept to be the same as those implemented on FCVID.

C.2.1 Retrieval Accuracy Compared with Baseline Models on ActivityNet

Similar as the experiments performed on FCVID, we report the retrieval performance of our BerVAE along with BTH (Li
et al., 2021) and SSVH (Song et al., 2018) on ActivityNet (Heilbron et al., 2015) in Figure 15. The performance trends
of the models trained with combined losses and the reconstruction loss only are plotted in dotted lines and solid lines
respectively. For fair comparison, we focus on the performance of our BerVAE with the models trained with only the
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(a) ActivityNet, 32 bits (b) ActivityNet, 64 bits (c) ActivityNet, 128 bits

Figure 15: Retrieval accuracy of BerVAE compared with state-of-the-art models with different bit length of hash-codes on
ActivityNet. K is the number of retrieved video clips when calculating mAP@K given a query video.

reconstruction loss. Compared to SSVH, our BerVAE achieves consistently better retrieval accuracy regardless of the
hash-code bit-length and training loss. Our BerVAE also achieves 0.025 better mAP@20 with 32-bit hash-codes and
similar performance with 64-bit hash-codes compared to BTH. To achieve comparable performance with BTH trained
with combined losses, we need to withheld approximately 40% query clips with 128-bit hash-codes and 60% query clips
with 64-bit hash-codes. The quantitative mAP results of BerVAE and the baseline models on ActivityNet dataset are
included in Table 4, 5, and 6.

C.2.2 Uncertainty Quantification on ActivityNet

As uncertainty-aware video retrieval is the focus of this work, we have also studied the uncertainty quantification capability
of our BerVAE on ActivityNet. As the query video clips does not overlap with the retrieval videos, here we report mAP@20
values for the remaining query video clips when we withhold specific percentages of query videos with uncertain hash-
codes in Figure 16a while we retrieve all the similar video clips based on the Hamming distances of the derived hash-codes.
As more and more query videos with uncertain predicted hash-codes being withheld, the average retrieval accuracy of the
remaining data gets significantly better, similar as on the FCVID dataset. In Figure 16b, we also report the IDU of
mAP@K with different K’s. With different hash-code bit-length, our BerVAE can stably achieve reasonable uncertainty
quantification. Both the retrieval accuracy and uncertainty quantification performances on ActivityNet are worse than
the obtained results on FCVID, especially for large K’s. A possible explanation is that the sample size of ActivityNet
is significantly smaller than FCVID. With insufficient training data, the model can not learn a good latent distribution.
Moreover, ActivityNet contains more action-related video categories which is hard to cluster automatically in the current
unsupervised setting. The quantitative IDU values of our BerVAE are included in Table 8.

C.3 Ablation Study on the Effect of Prior Strength λ on FCVID

We study the effect of λ, which represents our prior belief relative to collected data, on both retrieval performance and
uncertainty quantification by performing ablation experiments on FCVID. We report mAP@20 and IDU of mAP@20 with
different λ values in Figures 17a and 17b, respectively. We achieve consistently the best retrieval and uncertainty quan-
tification performance with the λ set to be 0.1 when the learned hash-codes are 32- and 64-bits. The achieved retrieval
accuracy of 128-bit hash-codes with λ = 0.1 is the best among all the setups, which may account for its degraded uncer-
tainty quantification performance. With the KL term removed from the training loss, which is equivalent to setting λ = 0,
the model can hardly quantify the uncertainty of derived hash-codes reasonably, which demonstrates the importance of the
prior in terms of the model uncertainty quantification.
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(a) (b)

Figure 16: (a) mAP@20 of remaining video clips with respect to the percentage of uncertain videos withheld from queries
on ActivityNet; (b) IDU of mAP@K with different K on ActivityNet.

(a) (b)

Figure 17: Ablation study with respect to (w.r.t.) the training loss coefficient λ on FCVID. (a) Retrieval accuracy w.r.t. the
prior strength λ. (b) Uncertainty quantification performance w.r.t. the prior strength λ.

mAP@K
Model K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100

BTH(Reported) - - 0.248 0.204 0.182 0.166 0.154
NPH(Reported) - - 0.246 0.195 0.170 0.154 0.141

BTH(Reproduced) 0.381 0.284 0.222 0.178 0.157 0.143 0.133
SSVH 0.384 0.274 0.204 0.158 0.137 0.124 0.115

BTH(Rec. loss) 0.377 0.265 0.194 0.147 0.125 0.112 0.102
SSVH(Rec. loss) 0.344 0.233 0.164 0.119 0.099 0.086 0.078

BerVAE 0.388 0.278 0.208 0.160 0.138 0.125 0.115
BerVAE(25% withheld) 0.413 0.304 0.233 0.183 0.160 0.146 0.135
BerVAE(50% withheld) 0.443 0.338 0.266 0.215 0.191 0.175 0.163
BerVAE(75% withheld) 0.500 0.401 0.333 0.279 0.251 0.231 0.216

BerVAE+Nei 0.370 0.270 0.206 0.162 0.142 0.129 0.119
BerVAE+Nei(25% withheld) 0.400 0.304 0.239 0.194 0.172 0.158 0.147
BerVAE+Nei(50% withheld) 0.437 0.348 0.286 0.239 0.215 0.198 0.185
BerVAE+Nei(75% withheld) 0.495 0.410 0.350 0.299 0.272 0.253 0.238

Table 1: Retrieval accuracy by BerVAE compared with different state-of-the-art models with 32-bit hash-codes on FCVID.
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mAP@K
Model K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100

BTH(Reported) - - 0.308 0.260 0.234 0.216 0.202
NPH(Reported) - - 0.294 0.240 0.213 0.196 0.183

BTH(Reproduced) 0.465 0.366 0.300 0.252 0.227 0.210 0.196
SSVH 0.464 0.355 0.282 0.228 0.202 0.185 0.172

BTH(Rec. loss) 0.450 0.338 0.262 0.207 0.181 0.163 0.150
SSVH(Rec. loss) 0.432 0.317 0.239 0.183 0.157 0.140 0.127

BerVAE 0.467 0.357 0.282 0.226 0.199 0.181 0.167
BerVAE(25% withheld) 0.493 0.385 0.310 0.254 0.225 0.205 0.190
BerVAE(50% withheld) 0.527 0.424 0.350 0.292 0.261 0.238 0.221
BerVAE(75% withheld) 0.594 0.501 0.431 0.371 0.334 0.305 0.282

BerVAE+Nei 0.484 0.382 0.313 0.262 0.235 0.216 0.201
BerVAE+Nei(25% withheld) 0.531 0.433 0.366 0.312 0.283 0.262 0.245
BerVAE+Nei(50% withheld) 0.590 0.500 0.434 0.378 0.346 0.321 0.301
BerVAE+Nei(75% withheld) 0.683 0.607 0.544 0.484 0.446 0.416 0.389

Table 2: Retrieval accuracy by BerVAE compared with different state-of-the-art models with 64-bit hash-codes on FCVID.

mAP@K
Model K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100

BTH(Reported) - - - - - - -
NPH(Reported) - - - - - - -

BTH(Reproduced) 0.510 0.415 0.350 0.301 0.274 0.255 0.239
SSVH 0.516 0.413 0.341 0.286 0.258 0.238 0.222

BTH(Rec. loss) 0.500 0.390 0.312 0.252 0.221 0.201 0.185
SSVH(Rec. loss) 0.477 0.361 0.280 0.219 0.189 0.169 0.154

BerVAE 0.513 0.405 0.327 0.266 0.234 0.213 0.196
BerVAE(25% withheld) 0.533 0.428 0.351 0.290 0.257 0.234 0.216
BerVAE(50% withheld) 0.563 0.461 0.386 0.323 0.289 0.264 0.244
BerVAE(75% withheld) 0.629 0.537 0.466 0.399 0.359 0.327 0.299

BerVAE+Nei 0.530 0.432 0.365 0.312 0.283 0.262 0.244
BerVAE+Nei(25% withheld) 0.578 0.487 0.421 0.367 0.335 0.311 0.291
BerVAE+Nei(50% withheld) 0.640 0.559 0.496 0.439 0.403 0.375 0.352
BerVAE+Nei(75% withheld) 0.731 0.664 0.606 0.542 0.499 0.462 0.429

Table 3: Retrieval accuracy by BerVAE compared with different state-of-the-art models with 128-bit hash-codes on FCVID.

mAP@K
Model K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100

BTH(Reported) - - - - - - -
BTH(Reproduced) 0.147 0.109 0.075 0.047 0.034 0.027 0.022

SSVH(Reproduced) 0.076 0.060 0.044 0.032 0.025 0.020 0.017
BTH(Rec. loss) 0.094 0.067 0.046 0.030 0.022 0.017 0.015

SSVH(Rec. loss) 0.040 0.027 0.017 0.011 0.008 0.007 0.006
BerVAE 0.135 0.101 0.071 0.045 0.034 0.0267 0.022

BerVAE(25% withheld) 0.155 0.117 0.082 0.053 0.039 0.031 0.026
BerVAE(50% withheld) 0.176 0.134 0.096 0.061 0.046 0.036 0.030
BerVAE(75% withheld) 0.212 0.163 0.116 0.075 0.057 0.045 0.038

Table 4: Retrieval accuracy by BerVAE compared with different state-of-the-art models with 32-bit hash-codes on Activi-
tyNet.
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mAP@K
Model K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100

BTH(Reported) - - - - - - -
BTH(Reproduced) 0.244 0.171 0.121 0.074 0.054 0.042 0.034

SSVH(Reproduced) 0.162 0.129 0.097 0.064 0.047 0.037 0.031
BTH(Rec. loss) 0.175 0.132 0.092 0.057 0.042 0.033 0.027

SSVH(Rec. loss) 0.070 0.051 0.034 0.022 0.017 0.014 0.011
BerVAE 0.176 0.129 0.090 0.057 0.041 0.033 0.027

BerVAE(25% withheld) 0.199 0.149 0.104 0.065 0.048 0.038 0.031
BerVAE(50% withheld) 0.221 0.168 0.118 0.076 0.055 0.044 0.036
BerVAE(75% withheld) 0.249 0.190 0.135 0.087 0.064 0.050 0.041

Table 5: Retrieval accuracy by BerVAE compared with different state-of-the-art models with 64-bit hash-codes on Activi-
tyNet.

mAP@K
Model K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100

BTH(Reported) - - - - - - -
BTH(Reproduced) 0.277 0.219 0.157 0.095 0.068 0.053 0.043

SSVH(Reproduced) 0.194 0.159 0.120 0.077 0.057 0.044 0.037
BTH(Rec. loss) 0.244 0.185 0.128 0.078 0.056 0.044 0.036

SSVH(Rec. loss) 0.125 0.092 0.062 0.039 0.028 0.022 0.018
BerVAE 0.218 0.165 0.115 0.071 0.052 0.041 0.034

BerVAE(25% withheld) 0.248 0.191 0.135 0.083 0.061 0.047 0.039
BerVAE(50% withheld) 0.285 0.221 0.156 0.096 0.070 0.055 0.045
BerVAE(75% withheld) 0.333 0.262 0.188 0.117 0.085 0.067 0.055

Table 6: Retrieval accuracy by BerVAE compared with different state-of-the-art models with 128-bit hash-codes on Activ-
ityNet.

IDU of mAP@K
Length K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100
32-bit 0.124 0.139 0.142 0.134 0.127 0.119 0.113
64-bit 0.148 0.168 0.172 0.163 0.154 0.143 0.134
128-bit 0.133 0.153 0.159 0.151 0.140 0.128 0.116

Table 7: IDU of video retrieval results using the derived hash-codes with different bit length by BerVAE on FCVID.

IDU of mAP@K
Length K = 5 K = 10 k = 20 K = 40 K = 60 K = 80 K = 100
32-bit 0.088 0.068 0.050 0.033 0.025 0.020 0.017
64-bit 0.089 0.073 0.055 0.036 0.027 0.021 0.017
128-bit 0.133 0.113 0.086 0.054 0.040 0.031 0.025

Table 8: IDU of video retrieval results using the derived hash-codes with different bit length by BerVAE on ActivityNet.
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