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Abstract

Multi-server queueing systems are widely used
models for job scheduling in machine learning,
wireless networks, and crowdsourcing. This pa-
per considers a multi-server system with multiple
servers and multiple types of jobs, where different
job types require different amounts of processing
time at different servers. The goal is to sched-
ule jobs on servers without knowing the statistics
of the processing times. To fully utilize the pro-
cessing power of the servers, it is known that one
has to at least learn the service rates of differ-
ent job types on different servers. Prior works
on this topic decouple the learning and schedul-
ing phases which leads to either excessive explo-
ration or extremely large job delays. We propose
a new algorithm, which combines the MaxWeight
scheduling policy with discounted upper confi-
dence bound (UCB), to simultaneously learn the
statistics and schedule jobs to servers. We obtain
performance bounds for our algorithm that hold
for both stationary and nonstationary service rates.
Simulations confirm that the delay performance
of our algorithm is several orders of magnitude
better than previously proposed algorithms. Our
algorithm also has the added benefit that it can
handle non-stationarity in the service processes.

1 INTRODUCTION

A multi-server system is a system with multiple servers
for serving jobs of different types as shown in Figure
An incoming job can be served by one of the servers and
the service time depends on both the server and the job
type. Multi-server systems have been used to model many
real-world applications in communication and computer
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systems such as load balancing in a cloud-computing clus-
ter, packet scheduling in multi-channel wireless networks,
crowdsourcing, etc. In cloud-computing, a job may be a
machine learning task and a server may be a virtual machine
or a container, so the processing time of the machine learn-
ing task depends on the virtual machine’s configuration. In
crowdsourcing, jobs could be tagging of images and servers
are workers, so the amount of the time a worker takes to tag
the images depends on her familiarity of the images. In both
cases, the scheduler may not know the statistics of process
times of a server before a sufficient number of jobs of the
same type are processed at the server.

When the mean server times are known, the best known
algorithm for scheduling in multi-server systems is the cel-
ebrated MaxWeight algorithm proposed by [Tassiulas and
Ephremides| (1993). Let Q;(¢) denote the number of type-i
jobs waiting to be served and 1/11; ; denote the mean service
time of serving a type-¢ job at server j. When server j is
available, MaxWeight schedules a type z;" job to server j
such that

if € argmax Q; ()i ;.

A set of arrival rates is said to be supportable if there exists
a scheduling algorithm such that, under this set of arrival
rates, the queue lengths are bounded in an appropriate sense.
The MaxWeight algorithm is provably throughput optimal
(Tassiulas and Ephremides) [1993), i.e., it has the largest
set of supportable arrival rates, also called the capacity re-
gion. Besides throughput optimality, MaxWeight has also
near-optimal delay performance in various settings (Stolyar,
2004; Andrews et al., [2007; Shah and Wischikl 2007} |[Kang
and Williams), 2013; [Eryilmaz and Srikant, |2012; Maguluri
and Srikant, [2016).
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Figure 1: A Multi-Server System With Three Servers and
Three Types of Jobs.
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A key assumption behind the MaxWeight algorithm is that
the scheduler knows the mean service rates p; ; for all 4
and j. This assumption is becoming increasingly problem-
atic in emerging applications such as cloud computing and
crowdsourcing due to either high variability of jobs (such as
complex machine learning tasks) or servers (such as human
experts in crowdsourcing). In these emerging applications,
the mean service rates need to be learned while making
scheduling decisions. Therefore, learning and scheduling
are coupled and jointly determine the performance of the
system.

A straightforward idea to learn the mean service rates is
using the sample average, i.e., replacing pu; ; with 1/5; ;
where 5; ; is the empirical mean of the service time of type-
1 jobs at server j, based on the jobs completed at server j
so far. However, because of the coupling between learning
and scheduling, this approach can be unstable. We have
not seen an explicit counter-example in the published litera-
ture which shows such instability can occur, so we provide
one in Appendix [A] From the example, we observe that
the problem of using empirical mean is that the initial bad
samples led to a poor estimation of y; ;, which led to poor
scheduling decisions. They stop the scheduler from getting
new samples from other queue-server pairs and therefore
the system is “locked in” in a state with poor estimation and
wrong scheduling decisions, which led to instability.

To overcome this problem, as in multi-armed bandit prob-
lems, we should encourage exploration: since the service
rate of a server for a particular job can be estimated only
by repeatedly scheduling jobs on all jobs, we should occa-
sionally schedule jobs even on servers whose service rates
are estimated to be small to overcome poor estimates due to
randomness. For example, as in online learning, we can add
an exploration bonus b; ;, e.g., the upper confidence bound
(UCB), to the empirical mean fi; ;. Indeed, there have been
a sequence of recent studies that study job scheduling in
multi-server systems as an online learning problem (multi-
armed bandits or linear bandits). We now review different
categories of prior work along these lines and place our
work in the context of the prior work:

Queue-blind Algorithms: Queue blind algorithms do not
take queue lengths into consideration at all when making
scheduling decisions. In one line of work, the performance
metric is the total reward received from serving jobs (Li
et al.,[2019; |Liu et al.| [2021)); however, for such algorithms,
the queue lengths can potentially blow up to infinity asymp-
totically, which means that finite-time bounds for queue
lengths can be excessively large and thus, such algorithms
cannot be used in practice. Another line of work in the
context of queue-blind scheduling algorithms addresses sta-
bility by assuming that the arrival rates of each type of job
is known. They then use well-known scheduling algorithms
such as cu-rule (Krishnasamy et al.l 2018b) or weighted

random routing (Choudhury et al | 2021) or utility-based

joint learning and scheduling (Hsu et al},[2022). The draw-
back of such algorithms is that queue lengths can still be
excessive large even if the queue lengths do not blow up
to infinity asymptotically. The reason is the knowledge of
queue lengths can encourage a phenomenon called resource
pooling which leads to greater efficiency. While we will not
spend too much space explaining the concept of resource
pooling, we hope that the following example clarifies the
situation. Suppose you visit a grocery store and are not
allowed to look at the queue lengths at each checkout lane
before joining the checkout line. Then, some checkout lines
can be excessively long, while others may even be totally
empty. On the other hand, in practice, we look at the length
of each checkout line and join the shortest one, which results
in much better delay performance.

Queue-Aware Algorithms: In early work on the prob-
lem (Neely et al., 2012} |Krishnasamy et al.,|2018al 2021}
Yekkehkhany and Nagi|, |2020), a fraction of time is allo-
cated to probing the servers and the rest of the time is used
to exploit this information. In the context of our problem,
we would end up exploring all (job type, server) pairs the
same number of times which is wasteful. On the other
hand, exploration and exploitation are decoupled in such a
forced exploration, which makes it easier to derive analytical
derivation of performance bounds . If one uses optimistic
exploration such as UCB or related algorithms, the queue
length information and the UCB-style estimation are cou-
pled, which makes it difficult to analyze the system. Two
approaches to decoupling UCB-style estimators have been
studied prior to our paper: (a) In the work by [Stahlbuhk
et al.|(2019), the algorithm proceeds in frames (a frame is a
collection of contiguous time slots), where the queue length
information is frozen at the beginning of each frame and
UCB is used to estimate the service rates of the servers;
additionally, UCB is reset at the end of each frame, and
(b) In the work by [Freund et al.| (2022)), a schedule is fixed
throughout each phase and thus, UCB is only executed for
the jobs which are scheduled in that frame. The correlation
between queues and UCB is more complicated here than
in the algorithm of |Stahlbuhk et al.| (2019), which requires
more sophisticated analysis to conclude stability. Our paper
does not explicitly decouple exploration and exploitation.
In fact, we continuously update the UCB bonuses and per-
form scheduling at each time instant but we use a version of
UCB tailored to nonstationary environments. This allows
our algorithm to quickly adapt to changes even in stationary
settings, in addition to having the advantage of being able to
handle nonstationary environments. On the other hand, the
fact that the schedule and UCB are updated at every time
step means that we require a new analysis of stability. In par-
ticular, unlike prior work, our approach requires the use of
concentration results for self-normalized means from |Gariv4
1er and Moulines| (2008). In addition to differences in the
algorithms and analysis, we also note other key differences
between our paper and theirs (Stahlbubk et al | 2019t [Freund
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et al.|2022): [Stahlbuhk et al.| (2019) considers scheduling
in a general conflict graph, which includes our multi-server
model as a special case. [Freund et al.|(2022) considers a
general multi-agent setting that includes the centralized case
as a special case. Both Stahlbuhk et al.|(2019)) and |[Freund
et al.|(2022) assume the system is stationary butFreund et al.
(2022) allows dynamic arrivals and departures of queues
while our paper studies a nonstationary, centralized setting
that includes the stationary setting with a fixed set of queues
as a special case.

The main contributions of this paper are summarized below.

* Theoretical Results: We introduce MaxWeight with dis-
counted UCB in this paper. Discounted UCB was first
proposed for nonstationary bandit problems (Kocsis and.
Szepesvari, 2006). For our problem, with a revised dis-
counted UCB, the values of UCB bonuses depend on
limited past history, instead of the entire history, which al-
lows us to handle the coupling between the queue lengths
and UCB bonuses. We establish the queue stability of
MaxWeight with discounted UCB for nonstationary en-
vironments where the arrival rates and service rates may
change over time. Given that the variation of service
rates during the service time of a single job is bounded
by d (d < 1), we show that MaxWeight with discounted
UCB can support any arrival rate vector A such that A+4§1
is in the capacity region for some § = O(d), and the
asymptotic time average of the expected queue length is
bounded by O(1/82,, ), where 8,y is the largest & such
that XA + d1 is in the capacity region. This queue length
bound holds for both stationary and nonstationary settings
and matches the bound of the stationary setting in (Freund
et al.| 2022)) in terms of the traffic slackness 0.

¢ Methodology: Our analysis is based on Lyapunov drift
analysis. However, there are several difficulties due to
joint scheduling and learning. For example, the estimated
mean service time is the discounted sum of previous ser-
vice times divided by the sum of the discount coefficients
and the summation is taken over the time slots in which
there is job completion, which themselves are random
variables depending on the scheduling and learning algo-
rithm. To deal with this difficulty, we first transform the
summation into a summation over the time slots in which
a job starts, and then use a Hoeffding-type inequality for
self-normalized means with a random number of sum-
mands (Garivier and Moulines}, 2008, Theorem 18)(Gariv{
1er and Moulines|, [2011])) to obtain a concentration bound.
Another difficulty is in bounding the discounted num-
ber of times server j serves type-i jobs. Our method is
to divide the interval into sub-intervals of carefully cho-
sen lengths so that the discount coefficients can be lower
bounded by a constant in each sub-interval. We believe
these ideas may be useful for analyzing other joint learn-
ing and scheduling algorithms as well.

* Numerical Studies: We compare the proposed algorithm
with previously proposed algorithms in the literature. The
results show that our algorithms achieves delays that are
several orders of magnitude smaller than previously pro-
posed algorithms. A noteworthy observation is that, the
discounted UCB algorithm which was originally designed
for nonstationary environments, allows us to design a
joint learning/scheduling algorithm which outperforms
the state-of-the art even in stationary environments, as
shown in Fig.[2] We believe the main reason is that we do
not decouple learning and scheduling explicitly and the re-
sulting continuous updates to the learning and scheduling
decisions are essential to achieve good delay performance.
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Figure 2: Comparison Among MaxWeight With Discounted
UCB (Proposed), Frame-Based MaxWeight (Stahlbuhk
et al.[|2019), and DAM.UCB (Freund et al., 2022)).

2 MODEL

We consider a multi-server system with J servers, indexed
with j € {1,2,...,J}, and I types of jobs, indexed with
i € {1,2,...,I}. The system maintains a separate queue
for each job type, as shown in Figure

We consider a discrete-time system. The number of jobs that
arrive at queue i is denoted by (A;(t)),, where ¢ denotes
the time slot. Assume that (4;(t)),-, are independent with
unknown mean E[A;(t)] = A;(¢) and are bounded, i.e.,
A;(t) < Uy forall i and t. Let A(t) = (A;(¢))_, and
AW = 0L,

We say a server is available in time slot ¢ if the server is
not serving any job at the beginning of time slot ¢; other-
wise, we say the server is busy. At the beginning of each
time slot, each available server picks a job from one of
the queues. Note that each server can serve at most one
job at a time and can start to serve another job only after
finishing the current job, i.e., the job scheduling is non-
preemptive. When a job from queue ¢ (job of type ©) is
picked by server j in time slot ¢, it requires S; ;(t) time
slots to finish serving the job. For any i,j, (.S; ;(t))

t=0



Learning While Scheduling in Multi-Server Systems With Unknown Statistics: MaxWeight with Discounted UCB

are independent random variables with unknown mean
E[S;j(t)] = 5y and are bounded, i.e., S;;(t) < Us
for all 4, j and ¢. A;(t) and S, ;(t) for different 7, j are
also independent. Let S(t) := (S; j(t))i=1,...1,j=1,....s and
p(t) == (1 ;(t))i=1,...,1,j=1,...,. Note that we allow A(t)
and p(t) to be time-varying to model nonstationary envi-
ronments, and the value of S; ;(t) is generated at time slot ¢
and will not change after that.

If server j is available and picks queue 7 in time slot ¢ or
if server j is busy serving queue ¢ in time slot ¢, we say
server j is scheduled to queue ¢ in time slot ¢. Let J;(t)
denote the queue to which server j is scheduled in time slot
t. Define a waiting queue Q; (t) for each job type i. A job
of type 7 joins the waiting queue Q: (t) when it arrives, and
leaves the waiting queue Ql(t) when it is picked by a server
under the algorithm. If an available server j picks queue ¢
in time slot ¢ and there is no job in the waiting queue ¢, i.e.,
Qi(t) + A;(t) = 0, we say server j is idling in time slot ¢
and the server j will be available in the next time slot. Let
n;(t) be an indicator function such that n; (t) = 1 if server
Jj is not idling in time slot ¢ and 7;(¢) = 0 otherwise. Let
1; ;(t) be another indicator function such that 1, ;(¢) = 1if
I;(t) = ¢ and server j finishes serving the job of type i at
the end of time slot ¢, or if ;(¢) = ¢ and server j is idling.

Let Q;(t) denote the actual queue length of jobs at queue @
at the beginning of time slot ¢ so Q;(¢) is the total number
of type-i jobs in the system. Thus, Q; () is Q;(t) minus the
number of type ¢ jobs that are in service. A job leaves the
actual queue only when it is completed. Then we have the
following queue dynamics:

Qi(t +1) = Qi(1) 21 i (Om;(t). (1)

Our objective is to find an efficient learning and scheduling
algorithm to stabilize Q;(t) for all 4, i.e., preventing the
queue lengths from going to infinity. In each time slot, the
scheduling algorithm decides which queue to serve for each
available server.

3 ALGORITHM — MAXWEIGHT WITH
DISCOUNTED-UCB

We propose MaxWeight with Discounted-UCB algorithm,

which combines the MaxWeight scheduling algorithm (Tas{

siulas and Ephremides}|1992)) with discounted UCB (Kocsis
and Szepesvari, [2000) for learning the service statistics, as
shown in Algorithm ]

In Algorithm [T} we first fix the discount factor -y beforehand
and initialize the estimates N; ;(0), ¢; ;(0), and the counter
M; ;(0), as shown in L1ne In the algorithm, N; ;(t) is the
discounted number of type-i jobs served by server j by time
slot ¢ and ¢; (t) is the discounted number of time slots used
by server j for serving type-:¢ jobs by time slot ¢. If server j

Algorithm 1: MaxWeight With Discounted-UCB

1: Initialize: Fix v € (0,1); N; ;(0) = 0, ¢;,;(0) = 0,
Mij( ) = 0 for all ¢ _]
Define g(7) such thaty = 1 — 900
If t = 0, schedule each server to the queues uniformly

8log g(’v)

»

3:
at random.
4: for t = 1 to infinity do
5 fori=1,...,Tandj=1,...,Jdo
6: if I;(t — 1) = i then
7 Mi,j(t) = Mig‘(t - 1) +1

// the number of time slots already served

8: end if
9: Update N; (t) and ngSU(t) according to (2).

10: Qi (t) = Nei 7 estimate of the service rate

T ay(t)

11: bij(t) = mm{clUS lf(ifgf((:)) 1}

// UCB bonus term, where ¢; > 0 is a constant

12: if 11',3‘ (t — 1) = 1 then

13: M, j(t) = 0 // reset the counter if the server
becomes available.

14: end if

15:  end for

16: forj=1,...,Jdo

17 if server j is available then

18: 15 (t) = argmax; Q;(t) (i, (t) + by ;(t))
/I server j picks %;’-‘(t)

19: end if

20:  end for

21: end for

is currently serving a type-i job, M; ;(t) is the service time
the job has received by time slot ¢ (not including time slot
t); otherwise, M; ;(t) = 0. Next, we define g(7) in Line[2]
Note that g(7) can be easily computed using numerical
methods. For intuition, g(y) ~ % and larger «y implies a
larger g(7y). At time ¢ = 0, we schedule each server to the
queues uniformly at random. If ¢ > 1, we first update our
estimates of service rates and the UCB bonuses and then
do the scheduling using the MaxWeight algorithm with the
true service rates replaced by the UCB. Specifically, at the
beginning of each time slot ¢, we update N, ;(t) and QZ)1J (t)
as follows:

Nij(t) =yNij(t — 1) + M0, 5t — 1)yt — 1)
i j(t) =i ;(t — 1)
ML 5 (= D) (E— DM 5(t). (2)

That is, if the job has not yet finished or the server is idling,
we simply multiply ]\Afu (t—1) and (;AS” (t—1) by adiscount
factor +; if the server is not idling and the job has finished,
we update N; ;j(t — 1) by multiplying  and adding a num-
ber vM:.3(t=1) and update ¢; ;(t — 1) by multiplying ~ and
adding a discounted service time. The discount 4. (t=1)
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actually means that the service time is discounted starting
from the time when the job starts. This update is slightly dif-
ferent from the discounted UCB in (Kocsis and Szepesvari,
2006) and is needed for a technical reason. Then we ob-
tain fi; ; (t), an estimate of the service rate, as shown in
Line where we use the convention that 0/0 = 0. For
each available server, we pick the queue with the largest
product of queue length and UCB of the service rate, as
shown in Line where i;“ (t) denotes the queue that server
7 picks and ties are broken arbitrary.

In a stationary environment, the use of discounted average
instead of simple average reduces the influence of previous
service times on the current estimate, and weakens the de-
pendence between queue lengths and UCB bonuses. In a
nonstationary environment, it ensures that the estimation
process can adapt to the nonstationary service rate since the
discount factor reduces the influence of previous service
times on the current estimate. UCB helps with the explo-
ration of the service times for different servers and job types.
The MaxWeight algorithm is known to be throughput opti-
mal (Srikant and Ying}, 2014). These ideas are combined in
the proposed algorithm.

4 MAIN RESULT

In this section, we will present our main result. We consider
Algorithm |1| with a sufficiently large - such that g(y) >
max{e®, 8Us}. We make the following assumption on the
time-varying mean service times and rates:

Assumption 1. p; ;(t) satisfies the following two condi-
tions:

(1) Foranyi,j and any t,,ty, such that t, # t, and |t, —

ty] < 29(7),
1 1 1 1)\ttt
el
wig(ta)  pig(te)| — g(y) \v

(2) There exists an absolute constant p > 0 such that for
any i, j and any t,, ty such that |t, — tp| < Us,

1
1,5 (ta) — pi g (te)| < T

Remark 1. Note that in the first condition in Assumption[]
% > 1, so the allowable change of the mean service time
increases exponentially with respect to the time difference.
Therefore, the second condition in Assumption [I| will be
dominating for large |t, — ty|. Recall that g(vy) ~ ﬁ,
so the bound in condition (2) is roughly equivalent to that
the maximum change that can occur when serving a job is
(17v for some p > 0 (note that Ug is an upper bound
on the service times). This bound increases as vy decreases
because the algorithm can quickly adapt by aggressively
discounting the past samples.

For the nonstationary system considered in this paper, we
introduce the following definition C(W) for the capacity
region:

C(W) ={(R(t))t>o : there exists (a(t))=0 such that

ZO‘H

there exists w(t) such that 1 < w(t)

t4w(t)

t+w(t)—
Z Ri(1) <

—1
i ,uz,_] }
T=t

2 Zau
3

< 1 for all 3, ¢ and for any ¢, t,

< W and

where a(t) = (o ;(t))i=1,..1=1,.,5and W > lisa
constant. R(t) can be interpreted as allocatable service
rates for time ¢. This capacity region means that for some
(R(t))>0 in this region, for any time ¢ and queue 4, there
exists a time window such that the sum of R;(t) over this
time window is less than the sum of appropriately allo-
cated service rates. If (a(t));>0 is given, then a random-
ized scheduling algorithm using (c(t));>( guarantees that
the service rate received by queue ¢ in a time window is
at least as large as the sum of R;(¢) in this time window.
Note that C(W7) € C(Wa) if W, < Wy, If W = 1 and
R(t) and p(t) are time-invariant, then this definition re-
duces to the capacity region definition for the stationary
setting (Srikant and Ying}, 2014). Let A := (A(¢))¢=0. We
assume that the arrival rates satisfy that A + 01 € C(W),
where 1 denotes an all-ones vector and we assume that
W < g . We present Theorem |1| which shows that the
MaxWelght with Discounted-UCB algorithm can stabilize
the queues with such arrival rates. Another interpretation is
that our algorithm can stabilize any arrival rate that satisfies
Ai(t) + 6 < R;(t) for all i,t for some (R(t))¢>o in the
capacity region.

Theorem 1. Consider Algorithm |I| with ¢ = 4 and
g(v) = max{e®, 8Us}. Suppose Q;(0) = 0 for all i. Under
Assumption([l] for arrival rates that satisfy X + 61 € C(W),

where W < 90 4nd

804IJU32 log g(7)
POEREE

) “

we have
2
- IUAg*(7)

3¢ <

WY (164212 J2U3U3%g() 1URg*(v)
( t>< 5 +6w+1—gwn)

H—\»—l

Sforany t = g(v), and thus
164212 J2U2U% g(v)
lim s i < S5-A .
oot 36| Y 000 5
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We will discuss Theorem|[I]in the stationary setting and the
nonstationary setting in the following paragraphs. Note that
the value of ¢, the traffic slackness, measures the throughput
loss, under MaxWeight with discounted UCB for given
discount factor 7.

Stationary Setting For the stationary setting, Theorem ]
implies that if g(~y) is sufficiently large, i.e., v is sufficiently
close to 1, then & can be arbitrarily close to zero and hence
the proposed algorithm can stabilize the queues with arrivals
inside the capacity region, which means the throughput loss
is close to zero. Given an arrival rate vector A and letting
Omax denote the largest § such that A + 61 € C(W), Theo-
rem [I]implies that the asymptotic time average of expected
queue length is bounded by O(1/63,, ), which is obtained
by setting g(y) = ©(1/62,,,) that satisfies the condition
(), where p can be set to an arbitrary large value because
Assumption [T]always holds in the stationary setting.

Nonstationary Setting For the nonstationary setting, As-
sumption [T] comes into play because we need to consider
the variation of service rates. Suppose that the variation
of service rates within the service time of a single job is
bounded by d. We want to obtain the smallest § in Theo-
rem|[]] i.e., minimizing the throughput loss, while satisfying
Assumption[I] We only consider the second condition in As-
sumption [I] since it is dominating as discussed in Remark [I]
We consider the following two cases:

(A) For any p > 1/2, we choose g(vy) = 1/d"/P.
We can see that Assumption [I] (2) is satisfied

with this p. Then By (@), § can be as small
as & = 804IJUZlogg(v)/+/9(7). Note that

8041JUZ log g(7y)/+/g(v) is decreasing in g(7) and
1/d1/p is decreasing in p. Hence, we will choose
p = 1/2 in order to obtain the smallest §. There-
fore, by setting g(7) = 1/d?, 4 can be as small as
§ = 8041JUZdlog(1/d?) in this case.

(B) For any p < 1/2, we choose g(7) = 1/d*/?. We can see
that Assumption|[T](2) is satisfied. Then By (@), 6 can be
as small as § = 8041JUZ2d log(1/d'/P), which is larger
than that in Case (A) since 1/d"/? > 1/d>.

Note that in each case although choosing g(y) < 1/d/?
also satisfies Assumption [I] (2), it will induce a larger
throughput loss since the right-hand side of (@) is decreas-
ing in g(). Combining these two cases, we conclude that
if we choose g(v) = 1/d?, Assumption [1|(2) is satisfied
with p = 1/2, and the smallest possible ¢ in Theorem
is of order ©(d). In other words, the throughput loss is
almost linear in terms of the variation d. Consider an ar-
rival rate vector A and let d,,,x denote the largest J such
that A + 61 € C(W). Suppose dmax is greater than the
smallest possible §. Then dyay = (:)(d . Hence, by set-
ting g(y) = ©O(1/62,,), Assumption 1| (2) is satisfied

max

with p = 1/2, and Theorem [I| implies that the asymp-
totic time average of expected queue length is bounded
by 164212 J2U2U3 g(77) /Omax = O(1/83 ).

In many networks of interest, the arrival rates of flows are
controlled by an algorithm called the congestion control pro-
tocol (Srikant and Ying|, [2014])). For congestion controlled
flows, dmax 1S typically small; and for non-congestion con-
trolled flows, called best-effort arrivals, d,,, varies a lot.

We also want to point out that the assumption W < g(v)/2
in Theorem E] is reasonable. In fact, W captures the time-
scale at which congestion controlled arrivals react to non-
stationarity. Recall from Assumption [I| that 1/g(y) can
loosely quantify the amount of nonstationarity the proposed
algorithm can handle. Therefore, when the level of nonsta-
tionarity is high, the congestion controller needs to react
faster, resulting in a small W.

S PROOF ROADMAP

Our proof of Theorem I]is based on Lyapunov drift analysis.
Consider the Lyapunov function L(t) = >, Q?(t). We
next present a proof roadmap. The complete proof of the
theorem and the proofs of all the lemmas can be found in
Appendix [Bland Appendix [C]

5.1 Decomposing the Lyapunov Drift

First, we will divide the time horizon into intervals and later
we can analyze the Lyapunov drift in each interval. Let
Dy, () denote the length of the k*® interval. The details
of how we construct Dy () can be found in Appendix
The main idea is that we want to make sure that Dy ()
is approximately g(y) so that the estimates of the mean
service times in the current interval will “forget” the old
samples in previous intervals due to the discount factor .
Let Dy, := Dy(vy) for ease of notation. Define ¢ty = 0 and
tr = tg_1 + Dg_y1 for k > 1. Then [ty, tpy1] is the k0
interval.

Next, we analyze the Lyapunov drift in the (k+ 1) interval
given the queue length Q(¢y) and H (t},) at the beginning of
the k' interval, where Q(t) = (Q;(t))i=1,....; and H (t)
is defined as:

H(t) = (Q(t), M(t), N(1). (1))

wl}ere Q(t) = (C?l(t))l, M(t) = (Mi’j(t))i,j, N(t) =
(N, ;(t))i ;> and @(t) == (¢4,;(t)): ;. Utilizing the queue
dynamics (IJ), we can bound the Lyapunov drift by

E[L(tyy1 + Diy1) — L(te 1) |Q(tr) = q, H(tx) = h]
Dp+Dgy1—1

2, B

T=Dy,

Z 2Q;(tr + 7) Ay (t + 7)1 5)
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Dg+Dpy1—1

-

7’=D1c

J

Etk Z 2Qt(tk + T) Z li,j(tk + 7')

(6)
+O0(g9(7)),

where F, is a shorthand for expectation conditioned on
{Q(tx) = q,H(tx) = h}. In order to obtain a negative
Lyapunov drift, we analyze the above two terms, the arrival
term (B) and the service term (6). By using the inequality
in (3), the arrival term (3] can be upper bounded by

Dyp+Dpy1—1
<2 D max gfti ; (k. + 7) (7)
J 7=Dy,
Dip+Dgy1—1 .
+0(g(7)%) — 26 Z Ey, ZQz(tk + T)} ;
T=Dy 3

®)

where we hope that the term (/) can be later canceled out
by the lower bound of the service term (6). In the next
subsection, we analyze the service term @)

5.2 Bounding the Service Term

Notice that the service term (6)) is a sum over all servers j.
Let us first fix one j and analyze the per-server service term:

Dy +Dgy1—1

Y B | Qi+ )Lt +T)]. ©)

T=Dy,

Bounding the per-server service term () takes several steps.

Step 1: Concentration of Service Rates The first step is
to prove a concentration result regarding the deviation of the
estimates of the service rates i; ;(¢) from the true service
rates y; ;(t). Consider a concentration event as follows:

Etnj = {for alli,7 € [Dk - %,Dk + Dpyq — l],

iy (b 7) — o (b + )] < boy (b + ﬂ}.
(10)

Lemma 1. Pr(£f, ; |Q(t) = q,H(ty) = h) < ;55 for
any k = 0.

Lemma Il shows that the deviation of the estimated service
rates from the true service rates is bounded by the UCB
bonus with high probability conditioned on the queue length
Q(t)) and H (t;,). Proving Lemmal[l]is the most challeng-
ing part of our proof. Lemma [I]cannot be proved by simply
using the Hoeffding inequality and the union bound like in
the traditional analysis of UCB algorithms. There are three
main difficulties. First, the probability is conditioned on

the queue length in the previous interval, which is related
to the service times before the previous interval. Thanks
to the relation between the discount factor y and the length
g() of each interval, the contribution of the service times
before the previous interval to the current estimate ¢;_; (£)
is negligible and can be bounded. Another difficulty is that
gZ;Z ;(t) is the discounted sum of previous service times and
the summation is taken over the time slots in which there
is job completion. Those time slots are random variables,
which implies that the discount coefficients of those service
times are also random. Also, N, ;(tx + 7) is the sum of
some discount coefficients, which is a random variable that
takes values in the real line while in the standard MAB prob-
lem this is just a random integer. Therefore, taking union
bound over Ni,j (tx + 7) like in the standard MAB analysis
does not work in our setting. To deal with this difficulty,
we first transform the summation into a summation over the
time slots in which there is a job starting, and then use a
Hoeffding-type inequality for self-normalized means with a
random number of summands (Garivier and Moulines, [2008|,
Theorem 18)(Garivier and Moulines, |2011) to obtain a con-
centration bound. Another issue is that the mean service
times are time-varying and the estimate of the mean service
time in the current time slot is based on the actual service
times in previous time slots. We utilize the first condition in
Assumption|[T]to solve this time-varying issue.

Using Lemmal[T} we can show that (9) can be bounded by

of Di+Dp41—1 .
9?5 -
(11)
Dy+Dpy1—1
+Etk l Z ZQi(tk+7)1i,j(tk+7) |gtk7j] ,
T=D [
k (12)

where C is some constant. When ¢(y) is sufficiently large,
is negligible. can be transformed into:

Dy+Dg41-1
(12) = Ey, l Z Qr;(ty+m)(tk +7)
‘I'=l))C

L5 (thtr) g (B £ 7)
ulj(tk+7),j(f](tk +7

ij(tk-FT)J(fj(tk +7)) ) |5tk,j )

13)

where f;(t) denotes the starting time of the job that is being
served at server j in time slot t.

Step 2: Bound the Product of Queue Length and Service
Rate We next bound the product of queue length and
service rate, i.e., Qr, (¢, ++) (tk + T)ir, (¢ 47),5 (Fi(te + 7))
in (T3). Since the algorithm picks the largest product of
queue length and UCB, this term can be lower bounded by
max; Q;(tx) s, ; (fj(tx + 7)) minus some term containing
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the UCB bonuses. Substituting this lower bound back to
(13), we obtain

A Dyp+Dpy1—1
1= Etk[ > max gifti (it + 7))
T=Dy
11'(tk+‘l') -(tk + T)
Etr i (14)
11 (b4 7). (it + 7)) Bt
-C <Z %‘) SumUCB — O(g(7)?), (15)

where SumUCB is the sum of UCB bonuses defined by

Dp+Dpy1—1
SumUCB := Z

[bf iy a (3t + 7))
T=Dy,

05 (fi (b + 7)1 t4),5 (t6 +7) |-

Lemma 2. SumUCB <
and k = 0.

991Us+/g(7) log g(~

), for any j

The main difficulty in proving Lemma 2]is in obtaining a
lower bound for N; _j(t). Our method is to divide the interval

into log g(7y) sub-intervals with length 1 ('Y()  so that the
discount coefficients can be lower bounded by a constant
in each sub-interval. The bound in Lemma 2] is sublinear
with respect to g(7), which is approximately equal to the
length of the interval. Thanks to Lemma[2} the term (T3) is
negligible compared to the negative term in () if g() is
sufficiently large.

Step 3: Bound the Weighted Sum of Job Completion In-
dicators The next step is to bound the weighted sum of job
completion indicators (14), where 1/pi1, (4, 4+, (fj (tx +7))
are mean service times. Intuitively, if we replace the
mean service times with actual service times, the sum
should not change too much. This concentration result
can be proved using the same Hoeffding-type inequality
for self-normalized means. The sum with actual service
times is close to the sum of the weights over the time

. Dy+Djy1—1 .
slots, i.e., ZTﬁgk M max; g, (tk 4+ T), if p, ;5 does
not change too much within the duration of each service
(the second condition in Assumption [I). That is, (T4) %
Z?ﬁgf“rl max; g;t; j (tx + 7), where “X” means that

we drop some negligible terms.

Substituting the above bound into (I4) and then back into
(12), we have (9) R Zfﬁgf"“_l max; ¢t j(ty + 7) —
O(g(7y)?). Summing over all servers j, we have the lower
bound for the service term @, ie.,

Dg+Dpy1—1

@>2Z )y

T= Dk

—0(g9(7)?).

(16)

max Qittij (e +7)

Substituting (I6) into (6) and then substituting (7) and (B)
into (3), we have

Ey, [L(tk+1 + Dyt1) —
Di+Dpy1—1

<=0 ]

T=Dy,

L(try1)]

2 Qilte + 7)1 +0(g(7)?).

Finally, by doing a telescoping sum over all the intervals,
we obtain the result in Theorem [T}

6 SIMULATION RESULTS

In this section, we evaluate the proposed algorithm nu-
merically through simulation. We compare the proposed
MaxWeight with discounted UCB algorithm with several
baselines, including the frame-based MaxWeight algo-
rithm (Stahlbuhk et al., 2019) and DAM.UCB algorithm (Fre{
und et al.| 2022)). We also compare our algorithm with two
MaxWeight algorithms using empirical mean (MaxWeight
with EM) and discounted empirical mean (MaxWeight with
discounted EM) as the estimated service rates.

We consider a system with 10 job types and 10 servers. We
compare the algorithms in the following four settings, sta-
tionary, nonstationary aperiodic, nonstationary periodic, and
nonstationary periodic with a larger period. The simulation
results are averaged over 100 runs. More details about the
settings and parameters can be found in Appendix D] The
results are shown in Fig.[3] We also present the same set
of figures with a larger range of Y-axis in Appendix
which show the missing parts of the curves.

Fig. [3al shows the results for the stationary setting, where
the arrival rates and the service rates are time-invariant. As
seen in the figure, the queue lengths of MaxWeight with EM
and MaxWeight with discounted EM increase very fast and
unstable and exceed 6000 after time slot 1520 and 1502,
respectively, while MaxWeight with discounted UCB, frame-
based MaxWeight and DAM.UCB are stable. The reason
is that the empirical mean method lacks exploration so the
system may “locks in” in a state with poor estimation and
wrong scheduling decision. The queue length of frame-
based MaxWeight is significantly larger than that of our
algorithm because frame-based MaxWeight restarts the esti-
mation and UCB of service rates at the beginning of every
frame, which causes poor estimation. Another reason is that
frame-based MaxWeight uses the queue length at the begin-
ning of each frame to make decisions, which leads to wrong
decisions in the frame because the queue length information
becomes outdated. The queue length of DAM.UCB is sev-
eral orders of magnitude larger than that of MaxWeight with
discounted UCB because DAM.UCB uses the same schedule
in each frame (called epoch in (Freund et al.| 2022)), which
also causes wrong decisions due to outdated information.
We believe that the key reason why our algorithm performs
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the best is that we continuously update both learning and
scheduling decisions.

Fig. [3b| shows the results for the nonstationary aperiodic
setting and Fig. [3c|and Fig. [3d|show the results for the non-
stationary periodic setting. Similar to the stationary setting,
in all three cases, the queue lengths of MaxWeight with EM,
MaxWeight with discounted EM, and DAM.UCB quickly
exceed the Y-axis limits. DAM.UCB does not perform well
because the service rates are changing over time but the
algorithm is learning the service rates using outdated sam-
ples. While frame-based MaxWeight is stable, its queue
length is larger and the oscillation is wilder. Note that the
period of the setting of Fig.[3d|is 10 times as large as that of
Fig. As seen in the figures, for frame-based MaxWeight,
both the amplitude of the oscillation and the peak value
become larger when the period becomes larger, while the
amplitude of the oscillation and the peak value for our al-
gorithm remain approximately the same and even smaller.
The reason is that our algorithm can quickly adapt to the
changing statistics thanks to the discount factor.

We also did some simulations of MaxWeight with discounted
UCB algorithm with different g(-y), which can be found in
Fig.[5in Appendix [D] The results show that the proposed
algorithm is robust to the value of ~.

7 CONCLUSIONS

This paper considered scheduling in multi-server queueing
systems with unknown arrival and service statistics, and
proposed a new scheduling algorithm, MaxWeight with
discounted UCB. Based on the Lyapunov drift analysis and
concentration inequalities of self-normalized means, we
proved that MaxWeight with discounted UCB guarantees
queue stability (in the mean) when the arrival rates are
strictly within the service capacity region. This result holds
both for stationary systems and nonstationary systems.
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In the supplementary materials, we provide a counter-example of MaxWeight with empirical mean algorithm, the complete
proof of Theorem[I] the proofs of all the lemmas, and additional details of the simulations. The contents are listed as follows:

* Section[A]is a counter-example of MaxWeight with empirical mean algorithm, which was mentioned in Section|[T}
* Section[B]contains the proof of Theorem I]

* Section[C|contains the proofs of all the lemmas.

Section Proof of Lemmal[Il
Section Proof of Lemmal[2
Section Proof of Lemma[3]
Section Proof of Lemmaldl
Section Proof of Lemmal[3]
Section Proof of Lemma[@
Section Proof of Lemmal[Zl

* Section [D| contains additional details of the simulations, including the settings and the parameters we use, and the
zoom-out views of the figures in Section [6]
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A A COUNTER-EXAMPLE OF MAXWEIGHT WITH EMPIRICAL MEAN ALGORITHM

In this section, we will present an example showing that the MaxWeight with empirical mean algorithm is unstable.

Consider a multi-server system with two servers and two job types with the following statistics:
Pr(S;; =1)=0.99, Pr(S;,; =100)=0.01 for i=j

and
Pr(S;; =10) =1 for i+ j,

where S; ; is the service time of type i jobs at server j. We further assume the following job arrival process: A,(t) = 1 for
anyiandany t = 1,3,...and A;(t) = 0 for any i and ¢t = 2,4, .... We next consider the queue lengths over time under
MaxWeight with empirical mean, and assume the algorithm uses fi; ; = 1 as a default value if there is no data sample for
Si ;-

* Time slot 1: A type-7 job is scheduled at server 7 and .S; ; = 100 for ¢ = 1,2 which occurs with probability 0.01.

* Time slot 101: Both queues have 49 jobs. We have estimated ji; ; = 0.01 and fi; ; = 1 (¢ & j) as the default value.
The algorithm now schedules a type-i job to server j for j & .

* Time slot 111 : Both queues have 53 jobs. The estimated service rates are fi; ; = 0.01 and fi; ; = 0.1 for ¢ # j. Based
on MaxWeight with mean-service-rate, the scheduler schedules type-i jobs to server j for ¢ & j.

* Time slot > 111 : Since S; ; is a constant for ¢ & j, the estimated service rates do not change after the jobs are
completed. Since the estimated service rates do not change as long as type-: jobs are scheduled on server j such that
1 % 7, the schedule decisions also remain the same such that type-i jobs are continuously scheduled to server j for
1 % j. Since it takes 10 time slots to finish a job and there is a job arrival every two slots, both queues go to infinity.

Note that if we schedule type-i jobs to server ¢, the mean queue lengths are bounded because in this case, the mean service
time is 1.99 time slots and the arrival rate is one job every two time slots. =

From the example above, we can see that the problem of using empirical mean is that the initial bad samples led to a poor
estimation of y; ;, which led to poor scheduling decisions. Since the scheduler only gets new samples from the served jobs,
it was not able to correct the wrong estimate of /i; ; = 0.01 when type-i jobs are no long routed to server ¢ after time slot
101. Therefore, the system was “locked in” in a state with poor estimation and wrong scheduling decisions, which led to
instability.

B PROOF OF THEOREMII|

In this section, we present the complete proof of Theorem[I] Fig. @] shows the proof raodmap of Theorem [I} Before
presenting the proof, we define a few additional notations. In the proof, if server j is not available at the beginning of time
slot ¢, i.e., >, M; ;(t) > 0, we let ¥ (t) = 0. Let T" := g() for ease of notation.

We now present the proof of Theorem|[T]in the following subsections.

B.1 Dividing the Time Horizon

Firstly, we want to divide the time horizon into intervals. We assume % is an integer without loss of generality. Since

A+ 01 € C(W), for any time slot 7, there exists a w(7) that satisfies the inequality in the capacity region definition (3). Let
To(t) :==t, 7y (t) = 1—1(t) + w(m—1(t)) for l = 1. Define D(t) such that

0o

D(t) = mnin Z w(T(t)) s.t. Z w(m(t)) =
1=0 1=0

Denote by n*(t) the optimal solution to the above optimization problem. Note that n* (¢) and D(t) are fixed numbers rather
than random variables for a given ¢. We have the following upper and lower bounds for D():

Lemma 3. Suppose W < 2. Then L < D(t) < Z + W < T forany .
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Figure 4: The proof roadmap of Theorem

Proof of this lemma can be found in Section Lettg = 0and ty = tx—1 + D(tx—1) for k = 1. Let Dy, := D(ty,) for
simplicity. Then the time horizon can be divided into intervals with length Dy, D1, ..., Dy, ..., where the k*" interval
is [k, tk+1]. We remark that this partition of the time horizon into time intervals is for the analysis only. The proposed
algorithm does not need to know this partition and does not use the time interval information for scheduling and learning.

In the next subsection, we will analyze and decompose the Lyapunov Drift in each interval.

B.2 Decomposing the Lyapunov Drift

Consider the Lyapunov function L(t) := Y}, QZ(t). We first consider the Lyapunov drift for the interval [¢41, tx11+ Di11]
given the queue length Q(¢x) and H (t;). We analyze the drift conditioned on Q(t) and H (¢x) instead of Q(tx1) and
H (t1,41) to weaken the dependence of the UCB bonuses and the estimated service rates on the conditional values. We have

E[L(tk+1 + Di+1) — L(tr+1) |Q(tr) = q, H(t) = h]
=FE[L(ty + Dy + Dgy1) — L(tx + D) |Q(tr) = q, H(tx) = h]
Dy+Dpy1—-1

= > E[L{tr+7+1)— Lty +7)|Q(tx) = g, H(t) = h]. a7)
T7=Dy

We first look at each term in the summation above. Note that by the queue dynamic (I) we can obtain the following upper
bound for Q;(t + 1):

Lemma 4. For anyi,t, Q;(t + 1) < max {J, Qi) + Ai(t) - X, 14 (t)}.

Proof of this lemma can be found in Section Denote by F;, [-] the conditional expectation E[- |Q(t) = q, H (tx) = h].
By Lemmald] we have

Etk [L(ty + 7+ 1) — L(tp + 7)] = Etk lz (Q?(tk +7+1)— Q?(tk + 7'))]

K2

<FE,, lz [max{J2, (Qilty +7) + Aity +7) — Z 1ij(te + T))2} — Qi (ty + T)”

i

<E,, lZ [J2 +(Qult +7) + Aglti +7) = D Lotk + 7)) — QX (tx + T)H

i J
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+ By [ D (At +7) lejtk-l-T +1J?  (18)

i

:Etk Z2Qi(tk+7—) tk-i-T Elijtk-i-T

where the second inequality is due to the fact that max{z?, y?} < 22 + 2, and the second term in the last line can be
bounded as follows:

Z i(t +7) 21” ty + 7)) <Z(max{A« te +7) Zlij th +T)})2
<Z ity + 7)) +221”tk+7 <IUZ + ZZl,th-FT 1" <103 + 72,
where the last two steps are due to the fact that A;(t + 7) < Ua and 33, 31 1; (i + 7) < J. Hence, from (T8), we have
By [L(te + 7+ 1) — L(tg + 7)]

<E, lz 2Q;(ty + 7) Ai(ty, + r)] — By, lZ 2Qi(te +7) Y. Lij(ts +7) | + TUR + J* + 1.J2.

J

Substituting the above inequality into (I'/), we have

E[L(ty + Dg + Diy1) — L(tg + Di) [Q(tr) = q, H(tr) = h]

Di+Dgy1—1
< Z 3 ZQQi(tk +7‘)Ai(tk +T)] (19)
7=Dy 7
Dip+Dgy1—1
- > B, lZ 2Qi(ty +7) Y Lij(te + 7) | + (IUZ + J*> + 1J*)T (20)
r=Dy, i j

where the inequality uses the the upper bound on Dy, 1 in Lemma 3] We will next find the bounds for the arrival term (I9)
and the service term (20).

In the next subsection, we will bound the arrival term (I9).

B.3 Bounding the Arrival Term

We first analyze the arrival term (I9). We have

Dy+Dg1—-1 B

M@= D> By |E|D2Qi(ts + 1) Ai(ts + 7) [Q(t + 7), Qtx) = q. H(t) = hH
T=Dj, 7

Dyp+Dpy1—1
= > By | D.2Qitk + NE[Ai(tk + 1) 1Q(tk + 7), Q(tx) = g, H (i) = h]]
T=Dy, L
Dy+Dg1—1

- Z Ey, ZQQi(tk+T)Ai(tk+T>1v

T=Dk

where the first equality is by law of iterated expectation and the last equality is due to the fact that A, (¢x + 7) is independent
of Q(tr + 7), Q(t1), and H (t1). By adding and subtracting J, we have

Dy+Dg1—1 Dy+Dg+1—1
M= >,  Ey|D2Qi(tk+7)Nilts +7) + 5)1 -2 ) B, lz Qiltr + 7)1 - 21
T=Dy i T=Dy i

By the queue dynamics (I)) and the bounds on the arrival rate and service rate, we have the following bounds on the difference
between queue lengths in two different time slots:

Lemma 5. Foranyt,i, 7 = 0, we have

L Qi(t) = JT < Qit +7) < Qi(t) + TUA;
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2. Zz Qit+7) = Zz Qi(t) —

Proof of this lemma can be found in Section[C.5] By Lemma[5] we have

Qi(ty +7) < Qi(tr) + 7Us < Qi(ty) +2TUA (22)
where the last inequality holds since 7 < Dy, + Dj41 — 1 < 2T by Lemma[3] Then, substituting (22) into 1)), we have
Dp+Dgy1—1 Dyp+Dpy1—1
@M< > D2+ +0)+ D Y ATUA(Ni(te +7) +0)
T=Dy 3 T=Dy 7
Dyp+Dgy1—1
-2 Z E,, [Z Qi(ty + 7)1 . (23)
T=Dy i
Since A + 61 € C(W), by the definitions of ¢51 and D1, we have
Dy+Dpy1—1 tr+Di+Dpi1—1 tkr1+Dryp1—1
D1 itk + 1) +0) = > (Ni(T) +0) = D () +9)
7=Dj T=tr+Dy T=tp+1
UTES Yl (tHl)w(ﬂ(tkH))*l n¥ (tpy1) ter1t+ S _o w(Ty (trg1))—1
= > i) +8) = > > (Ai(7) +8).
T=tkt1 =0 =ty 43wty (tey)

Then by the definitions of 7;(¢x+1) and C(W), we can bound the above term as follows:

Dy+Dpy1—1 n*(tpg1) To(tk+1)+2§/:0 w(Ty (tk41))—1
D itk +0) = D] > (Ni(7) + 6)
T=Dx =0 r=ro(trr )+, 1wy (tey))
n*(trr1) T(tes1)+w(m(tesr))—1 n*(thr1) T(tes1)+w (T (teer))—
) > Ni(r)+0) < )] D Z 5 (T) iz (7
=0 T=Tl(tk+1) =0 T=Tl(tk+1)
In the same way, we can transform the double summations back to a single summation to obtain:
Dp+Dpy1—1 Dyp+Dpi1—1
D itk )+ < DT Yot + it + 7).
T:Dk T:Dk j
Substituting the above bound back into (23)), we have
Dyi+Dp41—1 Dp+Djy1—1
(M) < 2 22(122%] (te + T)pij(te +7) +4TUA Z ZZ@H (te + 7)pi i (te +7)
T=Dy, % 7 T=Dy %
Dyp+Dpi1—1
-2 > Ey lz Qilty + 7')‘| : (24)
T=Dj, %
Note that
Dyp+Dpi1—1 Dyp+Djpy1—1
2 ZZQH (te + T)pij(te +7) < 2 Em?xpi,j(tk—kT)éJDkH < JT, (25)
T=Dy i 7=Dy J

where the first inequality is by > j(te + 7) < 1, the second inequality is by p; (¢, + 7) < 1, and the last inequality is
by Lemma 3] Note that

qua” (t + T j(te +7) < max g; /i Gt +T) Zal it +7) < max g;fi; Gtk + 1), (26)

1 7

where the last inequality is by Y, v ; (tx + 7) < 1. Substituting (23] and (26) into (24), we have

Dy+Dg+1—-1 Dyp+Dgy1—1 .
(1K) <22 Z max g;pi j(te + 7) + AT?JU, — 26 Z E., [Z Q;(ty + 7')1 ) 27
i r=Ds ! r=Ds i

In the next subsection, we will bound the the service term (20).
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B.4 Bounding the Service Term

Now we analyze the service term (20). Let us first fix a server j. We want to lower bound the following per-server service
term:

Dyp+Dpy1—1

Z E,, [Z Qi(ty + 7)1 ;(trx + T)] .

‘I’=L);c
The process takes several steps, which are shown in the following.
B.4.1 Step 1: Adding the Concentration to the Condition

Denote by P;, (-) the conditional probability Pr (-|Q(tx) = q, H(t) = h). Denote by E, [+|€:, ;] the conditional expecta-
tion E[-|Q(tx) = q,H(tx) = h, &, ;]. Then by Lemmall} we have

Dy+Dyy1—1
Z Etk [Z Qity + 7)1 ;(trx + 7)1
=D, i
Dp+Dgy1—1
=P, (E4,5) l Z Z Qi(ty + 7)1tk +7) |gtk,j]
r=Di i
I\ L [PerDen-
> (1 - T2> By, [ D D Qiltk + 1)Lt +7) |5tw] : (28)
=Dy i
Using the bound (22)) and the bound on Dy, in Lemma 3] we have
Dg+Dgy1—1
By, D D IQiltk + 1)Ltk +7) |5W-] ST g+ 2UATI. (29)
r=Di i i

By Lemma and Lemma we can obtain the following bound on ), ¢;:

Lemma6. >, q; < Zfﬁgf’““*l Etk > Qi(ty + 1) +2JT].

Dg 41

Proof of this lemma can be found in Section[C.6] By (29), Lemma[6} and Lemma 3] we have

A Dy+Dpy1—1
By, Z ZQl(tk +T)1i’j(tk +T) |gtk,j]
T=Dy} 7
Dyp+Dpy1—1
<2 ) E, lz Qilts + 7)1 + 2JT? + 2UAT?I, (30)
T=Dy, i
Substituting (30) into (28], we have
Dyp+Dgy1—1 A
Z Etk [ZQz(tk -‘rT)li}j(tk +T)1
T7=Dy [
. Dyp+Dg41—1
>Ey, l D D Qiltk + 7)1t +7) |gtk,j]
T=Dy, [
o DrtDrni—1 ,
-5 ZL;) By, lz Qi(ty + 7')] —2IJ — 2UAT>. (31)
T=Dy g

Next, we want to lower bound the term FE, [ijgf’““fl 2, Qilty + 7)1 ;(tk + 7)|&,,;] in GI) using g and

Z?jgf’““*l Ey, [>); Qi(tx + 7)]. Note that 1; ;(tx + 7) = 1 can only happen for the queue to which server j is
scheduled in time slot ¢ + 7, i.e., the queue Ij(tk + 7). Hence, we have

Ey, D DIQiltk + )Ltk + 7) [

T:Dk 7

Dy+Dpy1—1 ]
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Dg+Dpy1—1
=FE, l Z Qr;(to+m) (ke + T) L1, (t4r), (e +T) [E2y 5
T=Dk-

Define a mapping f; that maps a time slot to another time slot such that if y = f;(«) then y is the time slot when server j
picked the job that was being served at server j in time slot z. If server j was idling in time slot z, then let f;(x) = . That
is, fj(x) ==max{t:t < a:,%;‘(t) = I;(x)}. Then

Dp+Dgy1—1
By, D D Qi + )Ltk + 7)€
T:Dk 7
Dp+Dgy1—1 1
- L (tetr).g (B +7)
=F Qr.tram (ke + )01 (tomy.i (fi (e + 7 2 Erii |- (32)
23 T;Dk I (te+ )( )MIJ(tk"' )1]( J( ))MI]‘(thrT),j(fj(tk +7_)) ‘ tr,J

B.4.2 Step 2: Bounding the Product of Queue Length and Service Rate

We next want to lower bound the term Q (¢, ) (tk +7) i1, (¢, ++),; (i (tr+7)) in (32). The following analysis is conditioned
on the concentration event &, ;. Since Ug < %, we have f;(ty +7) =ty +7—Us =t + D — Us =ty + Dy, — %.
Also note that f; (ty +7) <t + 7 < tp + Dy + D11 — 1. Hence, we have

T
fj(tk +T) € [ty + Dy — g,tk + Dy + D1 — 1] c [tk,tk + 27T — 1], (33)

where the inclusion is by Lemma([3} Then, by (33) and the definition of the concentration event &, ; in (T0), we have

QIj(tk+T) (tx + T)#Ij(tk+r),j (fj (tk + 7))
ZQ1 1y +r) (e + T) (i, (0547, (5 (e + 7)) = b1y (10,5 (5 (8 + 7))
=Q1,(ti+7) (tk +7) (ﬂfj(tk+T),j (fi(te + 7)) + b, (to+7).5 (fi (tr + 7')))
- QQIj(tk+r)(tk + T)blj(tk+r),j(fj(tk +7)).

Note that by Lemmaand the fact that ¢, + 7 — f;(tx +7) < Us < %, we have Qp, (1, +r)(tk +7) = Qr, (1, +) (fj (T +
7)) — L. Hence, we have

Qr, ¢+ (ke + T, ()5 (F (B + 7))
ZQu; () (3 (e 7)) (At ). (3 b+ 7)) 4 b1y 0m5 (F5 (8 7)) = %
—2Q1, (b +7) ke + T)br, (1), (i (Er + 7)) 34
since fig, (1, +7),; (f5(tk + 7)) + b1, (ty4r),; (fi(tx + 7)) < 2. By Line|18|in Algorithm we have

Qrytrsry (Fi bk + 7)) (fr b+, (F5 (B + 7)) 4 b1, (04,5 (F5 (e + 7))
= max Qi (f;(t + 7)) (fa,j (i (e + 7)) + bi (i (tr + 7)) - (35)

Combining (34) and (33)), we have

Q1 (tp+7) (b + T, (1 47),5 (fi (tr + 7))
> max Qs (fj(t + 7)) (i (f5 (8 + 7)) +bi i (f(tr + 7))

JT
- T - 2QI.7 (tk+7') (tk + T)bfj(tk+7'),j(fj (tk + T))
JT
> max Qs (fj(t + 7)) i, (fi(tk + 7)) — o 2Qn ) (ti + 7)1 (ty7),5 (i (ke + 7)), (36)

where the last inequality is due to (33) and the definition of the concentration event &, ; in (T0). By (33) and Lemmal[3} the
term Q; (f;(tr + 7))pi(fj(tx + 7)) in (B6) can be bounded by

Qi(fj(te + 7)) i (f5(te + 7)) = [Qi(tr) — 2JT ] pri 5 (f(tr + 7)) = Qiltw)pi i (f5(tx + 7)) —2JT,  (37)
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where the last inequality holds since p; ; (f;(tx + 7)) < 1. Substituting (37) into (36) and then into (32), we have

Dyi+Dgy1—1
E, D D Qiltk 1)Lt +7) |5tm]
T=Dy} 1
Dp+Dgy1—1
. 9JT
>Ey, l (m?X Qifti i (fi(te + 7)) — -
‘I'=D)C

11, (tytr). (e +7) €
-
for; (e 47), (Fi (e 7))

=2Q1;(t)+7) (tk + )01, (84 17),5 (f5 (L + T)))

Dy+Dpy1—1
. 11-(t +r)j(tk+7) 9JT%Ug
=Ly, max gifei,j (f(ty + 7)) ——— 0 | — —— (38)
| g el g Ui+ 1) 7| T
. Dyp+Dgy1—1
— 2UsE;, Z Q1 (to+7) (tk + 7)1, (t4m),5 (i (b + 7)) L1, (45 (B + T) |8 ] ; (39)
‘f'=D]c
where the last inequality is by Lemmaand the fact that TS -1(f'(tk+r)) < Us.
@ t7)d\JJ
B.4.3 Step 3: Bounding the Sum of Queue-Length-Weighted UCB Bonuses
We first look at the term in (39):
[ Dy +Dpy1—1
By, D Quytern (e + T (1), (F (b + 7))L ) (B + 7) |5tk-,j]
L 7=Dy
R [ Dy +Dpy1—1 UsT
<FEy, > (Qlj(tmr)(fj(tk +7))+ =3 )blj(tkm,j(fj(fk + )11, (4 tr)5 (e +7) |<‘3tk,j]
T:Dk
. [ Dp+Dp1—1 UAT2
<Eu| D Qe (it + TDbs o) (i (s + T ) g (s +7) €0y | + =5 =, (40)
| 7=Dxg

where the first inequality is by Lemma and the fact that ¢, + 7 — f;(tx + 7) < Us < %, and the second inequality is
due to Lemmaand the fact that by, (¢, ++),;(fj(tx + 7)) < 1. Note that if server j is idling in time slot f; (¢ + 7), then

Qr, (e +) (fi(ti + 7)) = 0. Hence, we have Qr, (1,7 (fi (tk + 7)) = Qr, e+ (fi(t + 7))0;(f5(t + 7). Also note
that 0 < Qp, (1, +) (fj(tk + 7)) — Q1,1 +7)(fj(tx + 7)) < J by definition. Hence, we have

Q1 ot (fi(tr + 7)) SQr, sy (fi b + 7)) (fi(te + 7)) + T

<Qr, (te+m) (5 (e + 7)1 (f; (te + 7)) + . 1)
Substituting the bound (@#I)) into (@0) and using Lemma 3] we have
Dk+Dk+1—l
Etk Z Qlj(tk+r) (tk + T)blj(tk+7'),j(fj (tk + T))llj(tk+T),j (tk + 7—) |gtk,j]
T=Dy,
. Dk+Dk+1—1
<E;, Z Qr;(ty+m) (fi (ke + T))b]j(tk+7)7j(fj(tk + 7))n; (fi (s + T))llj(tk-l-T)J(tk +7) 5tk,j1
T7=Dy
UaT?
+JT + AS : w

By (33) and Lemma we have Qr, (¢, 4+) (fi(tk + 7)) < Qr, ¢4+ (tr) + 2TUA < 3, Qi(tx) + 2TUA. Substituting this
bound into @#2) and using Lemma|[3] we have
Dp+Dgy1—1

Z Qr,(tr+7) (e + 7)1, (1o 7),5 (Fi (tre + 7))L 447y, (B + T) |8
T=Dy

E,
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A Dy+Dpy1—1
< (Z q)E [ S by o 5 (b P03 b+ Tt gyt 7) (S0

! T=Dk-

2
42T, + JT + 2 AST . 3)

Hence, by Lemma[2] #3), and (39), we have

UsUAT?
B9 > — (198IU3VTlog T) > q; — AT*UsUp — 2UsJT — %. (44)
B.4.4 Step 4: Bounding the Weighted Sum of Job Completion Indicators
We next look at the term in (38):
Dyp+Dpy1—1 1
: L (bt ). Bk +7)
Ey max qifti ;(f (tk + 7)) — i
B e T N pr; (g (Fi(te + 7))
Let v;(t) := max; ¢;1t; ;(t) for any time slot ¢. By law of total expectation, we have
Dyp+Dgy1—1
- 11, ()i (b +7)
B, v (f(te + 7)) — = [
§ [ ngk I I (trr) g (fi e+ 7)) !
Dy+Djp1—1
-5, Hif Vi (fi(tk + 7)) 11, (tsr),i (B + T)
ey I, (1), (F5 (t + 7))
Dy+Djp1—1
- ¢ N\ p S v (it + 7)L1 ) (e +7) | e
— Py (&, ;) B, > €5
D B (47,5 (i (B + 7))
Dy +Dj1—1
- ZI: i ”i“ 0i(F5 e + 7)) 1ij (e + T)1rtm)=i | Dir1lUs 3, 4 45)
= t - )
R ) i g (S5t + 7)) T?
A T k
where the last inequality is by Lemma (l|and the facts that v;(¢) < max; ¢; < >, ¢; and m < Us for any 7, j,t. We can
write the first term of (@3)) in a different form by summing over the time slots in which the jobs start, i.e.,
Dy+Djp1—1
ZI: ) HZ"“ v (f (e + 7)) Lij (tk + 7)1, (1 47)=i
P ti g (S5 (e + 7))
DrtDrsr=1 i (tg + 7)1ax —
~ i (t+7)=1
>N B : ~Us Y ai, (46)
izzl ' [ T=Dy, i (tk + T) ;

where the inequality holds since the last job starting before ¢ + Dy, + D41 may not finish before ¢ + Dy, + D41 and
the first job finishing at or after ¢, + Dj, may not start at or after ¢, + Dy, and we also use the fact that v;(t) < > ; @; and
1/, ;(t) < Us for all t. Define X ;(t) such that

X (1) = S;.;(t), ifn;(t) =1 (not idling);
WA, if n;(t) = 0 (idling).

Note that 1/p; ;(tr + 7) = E[S; j(tx + 7)] = E[X; j(tx + 7)]. Then we have

le+Dk+11 vj (tr + T)li’?‘(tk+‘r):i
j

5D, i (e +7)
Di+Dg41—-1
2 Uj(tk +T)1i;.k(tk+7—):iE[XiJ(tk +T)]]. 47)

I A
S
i=1

I A

>> By,
i=1

T=Dy,
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From (@6) and 7)), we have

S B, DH%“_I v (fi(tk + 7)) Li itk + T)Lr (1 4r)=i
e T - 4 i (fi(tk + 7))
. [Dip+Dgy1—1
> Ey, D vtk + )L (1 4= B L X (B o+ T)]] ~Us > i
i=1 = i
I ) [Dp+Dgy1—1
= Z th Z Uj (tk + T)l;;k (to+1)=i (E[XiJ' (tk + 7')] - Xi,j (tk + T))]
=1 L T=Dy,
I Dyp+Dgy1—1
+ Z th [ v;(te + T)lif(tk+7—)=ixi,j(tk + T)‘| — USZ(]i- (48)
i=1 r—Ds i

Note that the term 22‘1:1 E, [Zfﬁ;fk“_l 0 (tk + 7)1 (4, 1 ry=iXi,j (tk + 7)] in @8) can be rewritten using f; in the
J
following way:

I A
S, [
=1

where ¢y, + Tgpart 1S the starting (or idling) time of the first schedule that starts at or after ¢ + Dy, and ty, + Teng 1S the finishing
(or idling) time of the last schedule that starts at or before ¢, + Dy + Dy41 — 1. By the facts that ¢ + Ttary < tx + Dg + Us,
tk + Tend = tx + D + Diy1 — 1, and vj(t) < ZZ- qi, we have

Dp+Dpy1—1

Tend

V(7)1 gy 47y =i X (B + T)] = B,

v; (fj(tk + 7))] ; (49)

T=Dy

T=Tstart

. tend . Dy+Dpy1—1
Ey | >, vfittk+7)| = Ey DU it + )|~ Us D a
T=tstart T=Dy, i
Dyp+Dgy1—1
= Z maxgqg; (,U/ZJ (tk + T) ) US Z q;
T=Dk ‘
Dyp+Dgy1—1
k+1
> ), maxqup(te+7) - ( =+ U, ) qu, (50)
‘I’=D1C

where the first inequality uses the fact that ¢, + 7 — f;(tx + 7) < Us and the second condition in Assumption Then,

combining [@3)), @3)), @9), and (30), we have

L [PEERE T (e + N1, (4.5 (B + 7)
Etk |gtk)j

T=Dj, B, (47, (Fi(te + 7))
I Dr+Dgy1—1
= Z Etk l Z Vj (tk + T)li;“ (te+7)=1 (E[XiJ (tk + 7')] —_ X’i,j (tk + T))]
i=1 T=Dy,
Dyp+Dry1—-1
Dk""l Dk+IIUS
+ T;)k max qifi,j(t +7) = < 7o tWs+ —m— Zi:qi_ 51

Next let us look at the first term of (51). Note that the differences E[X; ;(tx + 7)] — X, ; (tx + 7) at the idling time slots
are zero by definition. Hence,

Dy+Djpy1—1
l Z vt + T)l;?(thrT):i (B[Xi;(te +7)] — Xtk + 7.))1
T=Dy,
Dy+Dgy1—1
l Z 0 (b + T) Lok (1) =il (b + 7) (BLXG 5 (8 + 7)) = X (8 + T))]. 52)
T:Dk
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Consider the following concentration event

EX tisinj =
Dyp+Dpy1—1
{ Z 'Uj(tk"'T)l;;F(thrT):inj(tk +7’) (E[Xi)j(tk +T)] —le(tk +T \/QTIOgTqu}. (53)
T=Dk

We have the following lemma:

Lemma 7. Foranyk >0,i€{l,...,I}, je{1,...,J}, we have ptk (8}}7%1»71») < %

Proof of this lemma can be found in Section[C.7] Then by law of total expectation, definition (53)), and the bounds on service

times and v; (), we have

I A
> B,

le:+Dk+11
1=1

0 (b T) L gy =iy (e + ) (BLXG (8 + 7)) = X5 (B + T))}
= T=Dj)
I A A
> lPtk (EX tyig) (—US\/ 2T 10gTZ Qi) + Pry (E5t005) (_Dk+1 Us Z qzﬂ
i=1 7 %

Dy IU.
—(IUS 2T log T + ’““ S)Zqz,

where the last inequality is by Lemma[7] Combining (38), (31), (32), and (54), we have

Dp+Dgy1—1
; 11tttk + 7) 9JT2Us
G8) = E: v (fi(th + 7)) —"—= Ci | ———
’ T;k T B () (Fi (e + 7)) 4
Dyp+Dpy1—1 )
D1 2D 11Ug 9JT<Usg
> ZJ; m?XQiMiJ(tk-FT)—( T; +2Us + IUs 2TlogT+# Z -
T= k i

Combining (38), (39). (33). and (@4) and using Lemma|[6jon Y, ¢; and Lemma 3|on Dy 1, we have

) Dyp+Dpi1—1
Etkl Z ZQ (tx +7) Z](tk+T)|gth]

T=Dj) [
Dy+Djpy1—1
> Z max ¢;ft; j(tx +7)
T=Dy !
D 2Dy +11Ug
( j’i“ + 2Us + IUsr/2T log T + ’“;7; + 1981U§\/T10gT> Zq
9JT2U. UsUAT?
- TS — AT2UsUs — 2UsJT — %
Dy+Dg41-1 2 Dyp+Dpy1—1
4011Ug logT 9 9
T=Dy, T=Dy, [
Substituting (36) into (1)), we have
Dp+Dgy1—1
Z Etk lZQl(tk+T)lz’](tk+T)]
T:Dk 7
Di+Dpy1—1 2 Dp+Dgy1—1
4021U¢ log T
> Y maxquigltit ) - ——Ses ) S Qilt +7) | — 40812 JUZUAT?,
A e 4 i
Substituting (37) into (20), we finally obtain the bound for the service term (20):

Dg+Dpy1—1

_ QZ Z max Qifbij(te +7)

T= Dk

(54)

(55)

(56)

(57)



Learning While Scheduling in Multi-Server Systems With Unknown Statistics: MaxWeight with Discounted UCB

804IJU2log T Dk“i“‘l

it 2o} Ey, lz Qi(ty + 7')] + 81712 J*USURT?. (58)
2 "

T=Dk-
In the next subsection, we will combine the bounds of the arrival term and the service term and then sum over all intervals.

B.5 Telescoping Sum

Combining (T9), 20), (Z7), and (58), we have

E[L(ty + Dy + Dis1) — Lty + Di) |Q(tr) = q, H(t) = h]

Dyp+Dg41—1
8041JUZ log T - 3 217D D
< <Tmn{p} -2 ZD E,, ZQi(tk + 1) | + 82112 J2U2UET
T=Dj [
Dp+Dpy1—1
<=6 > E|)Qitk+7)Q(t) = q. H(ty) = h] + 82112 J2U2UZT?
T=Dy, [
since % < 4. Taking expectation on both sides, we have
3P
Dyp+Dpy1—1
E[L(ty + Dy + Dpy1) = Lt + D)l < =0 > E| Y Qilts + 7)1 + 82112 J2U2U3T?. (59)
T:Dk i
Lett > T. Since Dy < T <t (by Lemma[3), we have
1 & 1 Dot
13e[Se0| -1 Y B gam| ] 3 #|zam)|
T=1 [ T7=Dg
Note that there exists an integer K such that ¢ < Z?:o Dp—1<t+ % + W by Lemma Then we have
K
D D-1>t> ZDk———W ZDk_ (60)
k=0
where the last inequality is by Lemma[3] Hence, we have
1 t D() 1 ZK_ Dk; 1 t
i35 |zec 1 S 2| zoo| - EoR ol 3 6| za0
=1 Zk:l Dk T7=Dg i
Do 1 Yo D1
t+ W 1
Z Qi ] —— ] ElZQi(T)]. (61)
[ ¢ Zk:l Dy, =Dy i

Summing both sides of (39) over k = 0,1,..., K — 1, we have

K SR o Di—1
L(E Dk>—L(D0)] <5 > E
k=0

=Dy

1Qi(r) | + 821K I JPUSUR T,

Hence, we have

ko Dr—1 K ] 2 127727722
1 1K I J=UsULT
> ZQ <sE L(Z Dk>+L<DO> + A
=Dy k=0 _

Dividing both sides by Zle Dy, we have

1 K 821K 12J2U2U2T?
ZQl ] ElL(ZDk>+L(DO)]+ a2
k=0 5Zk:1 Dy,

1 Tkt Del
2

K
Zk:l Dy, T=Dyg
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1 164212 J2U20U2T
S——x———FE[L(Do)] + SZA-
5Zk:1Dk 0

(62)

where the last inequality uses Lemma[3] Substituting (62) into (61), we have

1 17! t+W 1 164212 J2U3U3T

T (1 . W> ( ITU? 164212J2U§UgT>

St t 5Zszle 5
2 2772 2 1271727172
<IT UA+ 1+K IT?U3 +16421JUSUAT ’
t J\ot+1-1) 5

where the second inequality is obtained by using Lemma [3| and Lemma [5|to bound Q;(7) and L(Dy) with the initial
condition @;(0) = 0, and the last inequality holds since ZkK=1 Dy = Z?:o D,—Dy=t+1—Dy>=t+1—Tby
and Lemma 3] The finite-round bound in Theorem [I]is proved.

Letting ¢t — 00, we obtain

t—00 (5

, 1< 164212 J2UZURT
lim sup n ;1 E l; Qi(T)} < .
The asymptotic bound in Theorem [I]is proved.

C PROOFS OF ALL LEMMAS

In this section, we present the proofs of all the lemmas that appeared in the paper.

C.1 Proof of Lemmalll

Lemma 1. For any k = 0, we have

D c c I
Py (€5, ;) = Pr(€, ;1Q(H) = @, H(t) = b) <

where

. T .
gth = {forallz,T € [Dk — §’Dk + Dgy1 — 1:|7 |Mi7j(tk +7) —/Li,j(tk -|—T)| < bi’j(tk —|—T)}.

Proof. We define another event as follows:

/ pr—
trod T

1 1
frij(te +7) ity +7)

T
{for alli,7 € [Dk - §7Dk + Dgy1 — 1],

< A4USQ log T .
Ni,j (tk + T)

We first show that &, ; < &, ;. Suppose we have
S _ [ AUglogT
frij(te + 7)) pag(te +7) N;j(te +7)
Then

1 4US2 logT - 1 - 1 n 4US2 logT
i (te +7) Ni’j(tk +7) - i j(te +7) h fuij(te +7) Ni’j(tk + T)7
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which implies that

1
= < pi(te +7) < -
1 4Ug log T 1 o 4Ug log T
fri g (tk+T) + N j(tr+T) MaxX\ et ) Ny j(te+1)’ 1

due to the fact that y; ;(tx + 7) < 1. Note that we also have

1 1

= 1

. 1
4U21log T = fri (b 7)< 4U21og T
1 Vs ‘o8 R (e +7) 1 I R
i (te+7) + N; j(t+T1) ’ max Qi (te+T) N j(te+7)’ 1

due to the fact that fi; ; (¢, + 7) < 1. Hence,

max U2 log T 1 U2 log T
tk +7) N; ](tk+7' 7 i 5 thFT N; ](tk+7')
4U210gT 1
Qi tk+T) N j(tp+7)’
4U2 log T 4U2 log T
max — A= 1 A /
{uu te+T) N; j(ti+7)° } (uu (t+7) + N j(te+7)
4U2 4UglogT
Ni i (te+T)
<
4U2 log T 4U2log T
max —Al T 1 A=
{ tk+7' j@et+T)’ } (uz] (t+7) + N; i (te+7)

4U% log T
Nz',j (tk + T) ’

i (b + 7) = pi (e + 7)] <

1 4U2 log T
fi g (te+T) N; j(te+T)

— max

where the last inequality is due to the fact that > 1. Hence, we have

(t +7) &

4U2log T
fig (b + 7) — i (b + 7)| < min{ 24 | —2—""— 1% = by (ty + 7
s S+l < Tyl b+ 7)
since fi;,;(tr + 7), pi i (tk +7) € [0,1]. &, ; S &, ; 1s proved.
Next, it remains to show that
Ptk (gt/Z j) T2"
Consider the event
, 1 1 4U% log T
Etriger = |7 - : :
fuig (s +7) (e +7) Nij(te +7)
We have
- . . 1 1 4U2log T
P, (5t'”]T) =P, — - — B~ Bt = Rl
Hi,j (tk: + T) Hi,j (tk: + T) Ni,j (tk + 7')
4U2log T

_p ‘ 1 1
U\ V(e + 1) pag(te +7)

. 1 1
+Ptk<A

Ni,j (tk + 7')
4U% log T
Ni,j (tk + 7')

Ny j(te +7) > 4logT>

—  Nij(ty +7) < 4logT | .
flij(te +7) (b +7) palth 7)< log )
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Since

1 1
fui g (t +7) um(tk +7)

, (
1

<P, (|-
" ('ui,j(thrT) Mu(tk+7

4U3210gT
N; tk+T)

Sts) =0

N (e +7) < 4logT>

we then have

ptk (51{2 'L]T)

N 1 1 4U21og T
_B, ' - V18T 1) > dlog T
fuij(te +7)  pig(te +7) Nm—(tk +T)
R . Nij(ty +7) N N
=P, < Gij(te +7) — m > \/4Ni7j(tk + 1) U2logT, N; (ty + 7) > 4logT> . (63)

Define a random mapping f; that maps a time slot to another time slot such that if y = f;(z) then y is the time slot

when server j picked the job that was being served at server j in time slot z. If server j was idling in time slot z, then let
fj(xz) = x. That s,

fj(x) = max {t it < x,g;‘(t) = Ij(z)} .
Let M; be such that ¢ + M is the first time slot when server j picked queue ¢ at or after ¢y, i,e.,
My = min{m tm o= 0ﬁ;‘(tk +m) = z} .

Let My := My + (S; j(tx + M1) — 1)n;(t, + My). Then t, + M is the time slot when the job picked by server j at time
tr + M7 was completed or if server j was idling because the selected waiting queue is empty at ¢ + M7, Mo = M. Hence,
ty + My = f; (tx + M>). Note that My, Mo are random variables. Then according to the algorithm, we have

i j(te +7)
:777M2qgi7j (tk + MQ)

+ > Mt e +om— D)tk + m— 1)[M (b +m — 1) + 1]
m=Ms+1

="M, (b, + Ma)

+ 0y, TSI 4 m = Dy (f5 (e + m = 1) Sis(f (8 +m — 1)),
m=Ms+1

where the summation only includes the time slots when there is job completion of queue 7 at server j. This can be transformed
into summing over the time slots when server j is available and picks queue ¢, i.e.,

it +7)
~ My
:7T7M2¢i,j(tk + M) + Z ’YTﬁmlg;F(tk+7TL71)=i 1tk +m —1)8; j(tk +m —1)
m=M;+1

where Ms is a random variable such that t;, + Mz = f;(¢; + 7). Since there is no job of type ¢ starting at server j in the
time interval [tg, t,, + M7 — 1], we have

Qgi,j(tk +7)
~ Ms
=" M2y (b + M) + ) T L )= M3 (e = 1) Sy (8 +m — 1)

m=1
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We claim that there is no job completion of type i at server j in the time interval [¢; + %7 ty + My —1]if My —1 > ¢
We can prove it by contradiction. Suppose there is a job of type ¢ that was completed at server j in [t; + %, tr + My —1].

Then the job must start at or after ¢, since Ug < %. Also, the job must start before ¢;, + M since there is another job at

server j starting at t; + M, and finishes at ¢;, + M5 by the definition of M; and M,. Therefore, the job that was completed
at server j in [ty + %, tr + Mo — 1] should start in the time interval [¢x, ¢, + M; — 1]. However, by the definition of M,
there should not be any job of type i starting at server j in [tx, tx, + M7 — 1], which is a contradiction. Based on the claim,
if Mo —12> %, since there is no job completion, from the algorithm we know

R A T : - T
bi it + M) = 7Mr%¢m (tk n 8) _ ,YMz—mm{%MJ@J (tk + min {S’MQ})
where the last equality holds since min {%, Mg} = %. M, —1< %, then we have
n My—min{Z M5} 7 T
Gij(tk + Mz) =~ 528 g, 5 | e + min 3 Mo
since min {£, M} = Ms. Combining the above two cases, we have
T—Ms ‘rfmin{I M2} n . T
o 2¢i,j(tk -‘ng) =y 8 ¢i,j tr + min g,Mg .

We want to upper bound this term. Since

R T & TUg
AR i 77M <U b= )
¢’]<k+mln{8 2}> S 27" SiogT

we have

7'7mil’l{Z M- } 2 : T 810gT Tﬁmin{%’M2} TUS
0 8’ 2¢i,j tr + min §7M2 < | 1—-—

T 8logT
T
8logT\ " * TU 2logT\* TU TU, U,
<(1-2% 5o (1-22% 5 < exp(—2logT) S = 5
T 8logT T/4 8logT 8logT  8TlogT
where the second inequality holds since 7 > Dy — %, the third inequality uses the bound on Dy, in Lemma and the last
inequality is due to the fact that (1 - 7) < exp(—x) for any z < n and n € N. Therefore,
U T—m
Gi ity +7) < TlogT T Z VT L (4 emry—i M (B = 1) St +m — 1), (64)
Similarly, we have
M3
Nty +7) < ! + Z T—ml. (e +m —1) (65)
it + 7 STl + 207 it rmon=i M :

Note that B[S; ; (tr +7)] = ;—7- Let e = L3# (1, +m—1)=i"1j (b +m = 1). Substituting (64) and (&3) into @©3), we
have

Ptk (S{Z 2]7)

B, (
(%

> \/4Ni,j(tk +7')U8210gT7 &,Ni,j(tk +7’) > 410gT>

(;Abi,j(tk +7) — E[S; ;(tk +T)]N (tp + 7 ) > \/4N” (t + T)UZ1og T, N”(tk +7) > 4logT>

TemSi itk +m—1) — 27 "em B[S, (i + 7)]

8T logT
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(&

N@j(f}c +7’) > 410gT>,

T (Si,i (ks +m — 1) — E[S; ;(tk + m — 1)])'

M3

- U
+ Z YT e |E[Si j (ts +m — 1)] — E[S; ; (tx + 7)]| >\/4Ni7j(tk—|—7')UszlogT— 5

8T logT’

where in the last inequality we add and subtract the term E'[S; ; (¢ + m — 1)] and use the triangle inequality. We note that
that in a stationary system, E[.S; ;(¢)] is a constant and the last step is not needed. Recall Assumption [I|on the time-varying
service time. We have

BlSis(+m- D] - Blssn+ 0l < 3 (1)

Hence, we have

M3
Py, (&5 1 i0) <Py < DA em (Sij(te +m — 1) = E[S; j(t +m — 1)])|
m=1
- Us Ms -
Recallthattk—I—Mg = fj(ty+7). Hence, tp+Ms € [ty +7—Us+1,tp+7]. Since Us < % andT € [Dy— Dk+Dk+1— ]s
we have D, — = + 1 < M3 < Dy + Dy41 — 1. By the bound on Dy, and Dy, 1 in Lemmal we further have
T
Z+1<M3<2T—1. 67)
Hence, we have
Us M;3 Us \/ "
—— + — < +2< (2 4U2(log T)? < (2 — 2N; (t log T 6

where the second inequality holds for 7 > e®, and the last inequality holds when N” (tx + 7) > 4log T. Based on (68),
we can continue to bound (66)) and obtain

Ptk (géi 7, 'r)
M

<P, (
m=1

DA T e (Sij(tk +m — 1) — E[S; j(te +m —1)])

> \/ 3N j(t, + 7)U2log T). (69)

Note that N, ;(t, +7) = Y0 VT Lk (v 1)=i 1 (th+m—1) = Y M2 47=m¢  Hence, we can further bound (69)
as

, S AT e (Siy(tk +m — 1) — B[S j(t, + m — 1)])
Ptlc (géizj'r) <Ptk<‘ ' ’ ! ‘ > 3U3210gT .

M3
Zm 1 ’YT mem

Since M3 < 7 and v < 1, we have n/y3—7 > 1. Hence, we have
3—T M T—m
o (M e (St m = 1) = B[St +m— 1)) )
Py, (5tz, i.J, T) <Py, — > 4/3U&log T
V VMS‘T\/m
([ e (Si b+ m = 1) = B[Syt +m = D))
=P, > /30U log T
‘/Zm 1,-}/M3 m€
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\/Zm 1’72(M3 m €m

where we added “2” in the last inequality because we want to use the Hoeffding-type inequality for self-normalized
means (Garivier and Moulines, 2008, Theorem 18) later in the proof.

Consider the event £/

Di+Dgy1—1 ¢
tr,2,7 m &

oD t1.i.;,- Then from the result (70), we have

ptk (‘c"z{i, 73)

<P,

/N

T
there exists 7 € [Dk — §7Dk + Dgy1 — 1] ,
S0t 75 (St + = 1) = B[ Si(t +m — 1))
> 4/3U2log T
\/Zi\r/{g:l 2 Ma=me,,
. ) T
<P, | there exists M € 1 +1,2T—-1{,

Zm AyM=me . (Si itk +m —1) — E[S; j(tx + m —1)])
‘ ! ’ ’ ‘>«/3U8210gT

\/2%21 72(M—m)€m
or-1 (M AMeme (St +m— 1) — B[S, (t +m —1)])
< Y B, (‘ ! ’ ’ ‘ > 4/3U2 logT>. )

M [—
M=% +1 \/Zm=1 y2M=m)ep,

where the second inequality uses the bound on M3, and the last inequality uses the union bound.

Let us view the conditional probability P, . as a new probability measure. Then E, . 1s the expectation under this measure.
Note that (S, ;(tx +m — 1)):2=1 is a sequence of independent bounded random variables under this new measure since
they are independent of Q(t;) and H (1), which also implies that

E[S; j(ts + m —1)] = B [S;j(tx +m —1)]. (72)
Let F,,, defined as
Fon =0 (St +n— 1))y, (At +n = D)5 (Qtk +n — 1) (H(t, +n — 1))
where o(-) denotes the o-algebra generated by the random variables. Note that
0(S;i(t), ... Sij(ty + m—1)) € Fp,

tr+m—1)=i"j (tk + m — 1). Since the
scheduling decision at time t;, + m — 1 is determined by Q(tx + m — 1) and H (t}, + m — 1), 1;*(15”7”_1):1- is Fre1-
measurable. Since 7;(tx +m — 1) is determined by A(tx +m — 1), Q(tx, + m — 1), and H (t, + m — 1), n;(tx, + m — 1)
is also F,,,_1-measurable. Therefore, €, is F,,_1-measurable, i.e., (em)izl is a previsible (or predictable) sequence of

Bernoulli random variables. We restate the Hoeffding-type inequality for self-normalized means in (Garivier and Moulines,
2008|, Theorem 18), (Garivier and Moulines| |2011) in our setting as follows:

and for any n > m, S’i,j(tk + n — 1) is independent of F,,. Recall that ¢,, = 1;*(
J

Theorem 2 (Hoeffding-type inequality for self-normalized means, Theorem 18 in (Garivier and Moulines), |2008))).
Let (X)) m>1 be a sequence of nonnegative independent bounded random variables with X,,, € [0, B]. o (X1,..., X)) €
Fm and for n > m, X, is independent of F,,. For all integers M and all 5 > 0,

M —-m M -mg
Pt <Zm,1 ’YM Xm€m — Zm,:l ’YM Etk [Xm]Em N 6)
k
M
\/Zm=1 VQ(M_m)em
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1 M M-—m 232 2
<|'BZmm (2
log(1 + () B2 16
Applying Theoremwith Xm =8ty +m—1),8= «/3US2 log T, and B = Ug, we have

R Z%:l ’yM_mem (Si,j(tk +m — 1) — Etk [Si’j(tk +m — 1)]) 5
P, > 4/3Ug logT

\/er\fﬂ A2M=m)e
M

log ZM—1 'VMim CQ
<[ oem=t) g —6(1-2>)logT
( og(1+¢) )P {F 16) %®
108 (570g7) ¢
< —2_ 11 —6(1—=>)logT
<1og<1+<> oo (o (1= 55 s
M-m _ 1—v < 1 T
1—y

for all ¢ > 0 and all positive integers M, where the last inequality holds since Zﬁle v S 195 = STogT
Although in (Garivier and Moulines|, [2008) the bound is only proved for overestimation, the proof can be extended to show
that the bound also holds for underestimation. Specifically, note that

forall ¢ > 0.

B, [Et [ (tk +m — 1)] — S (tx +m — 1)] —0
and
B [Sij(t +m —1)] = Us < By, [Sij(te +m —1)] = S j(tx + m —1) < By, [Sij(ty +m —1)].

Hence, considering the random variable E‘tk [Si;(tk +m —1)] = S; j(tx + m — 1), from (Devroye et al.,|1996, Lemma
8.1), for any A > 0, we have

A2U2 -
S _ /\Etk [Si7j(tk +m — 1)]

log Ey, [exp(—=AS; j(ty +m —1))] <

Hence, we can apply the same proof in (Garivier and Moulines| 2008, Theorem 18) by replacing A in the proof with — .
Then for underestimation, we also have the same bound, i.e.,

M

e AM=me, E, [Sii(ts +m—1)] —S; ;(ty +m —1)
Ptk< ! ( L ’ ) > 1/3U2 log T

\/2%21 72(]\4—m)€m

log(57057) ¢?
< <1og(1+gC) + 1) exp <6 (1 — 16> 10gT>

for all ¢ > 0 and all positive integers M. Taking the union bound over underestimation and overestimation, we have

i (’Z%ﬂ GM-me (si,j(t,c +m—1) — By, [Si;(te +m — 1)])\ i m)
tr S

\/ZTJ\;LI A2M=m)e

IOg(slg 7) ¢
= ( Togi+0) * 1) oxp (-6 (1 5 ) ou7)

for all ¢ > 0 and all positive integers M. Setting ¢ = 0.3, we have

(| e (St m = 1) = By [Suglttm—D])| N g
Ptk v > 3US logT < m (73)
VI 0, -

S
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for all T > ® and all positive integers M.

Combining (71), (72), and (73), we have

2T-1

- 2logT 1
/c

o (85.) < Z T5log13<T2

forall T > €°. Taking the union bound over i, we have

Ptk g/c

HM~

tk, 7 tkv 77 S T2
O
C.2 Proof of Lemmalf2]
Lemma 2. For any j and any k = 0
Dp+Dpy1—1
Do bry e (Bt + )0 (£ (b + 7))Lt (B + 7) < 99TUsVT log T
T=Dy,
Proof. Notice that the summation can be rewritten as
Dp+Dgy1—1
DU brytern g (Bt + 15 (Fi (e + T)AL ry 5 (B +7)
T=Dy
Dyp+Dpy1—1
=30 D0 bt )i (ke + ) Li s (b + 7)1 () =i (74)
[ T= Dk
The summation term for queue ¢ can be rewritten as
Dy+Djpy1—1
Mo b (Fi (e + T (Fi (e + )L (ke + 7)1t 4m)—i = Z bi i (Tn), 75
T:Dk

where N is the total number of times when server j picks queue ¢ such that server j is not idling and the completion time is
in the time interval [ty + Dy, tx, + Dy + Dg41 — 1], and 7, is the time slot for the ntM time.

From (33), we have f;(tx + 7) € [tg, tx + 2T — 1], and thus 7,, € [ty, tx + 27 — 1]. Divide the interval [t ), + 2T — 1]
into parts where each part contains samples. Then there are at most [32log T'| parts. Consider the m'" part such

that

_Tr
16log T'

€ |tk + ( —1)L ty + L—l
oA 16logT | 7" mn 16log T '

Consider the summation in the m'™ part:

N,
2, bii(Tmn).

where N,,, is the total number of times in the mt™® part such that Zm Ny, = N, and 7, y, is the time slot for the n'? time in

the m*® part. If N,,, = 0, then Z " bi j(Tm,n) = 0. We now consider the case where INV,,, > 0 and derive an upper bound
for the summation. First, we know that

Ni,j(Tm,l) = O7 and bi7j(T,,L71) < 1.
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Consider the contribution of the completion of the job starting at 7,,, ; to N” (Tim,2)- Since T2 — Tim1 < [ 1 and

_r
16log T’

T
T6log T > 1, we have

3

R 1 T Tm,,Q—T,—r,,71—1
N; j(Tm2) = <1 _8 (;% ) >

N | =

where the last inequality follows from the fact that (1 —z)¥ > 1 —zy forany « € [0, 1] and y > 1. For a general n, we have

R n SIOgT Tm,n+1—Tm,1—1
Nij(Tmmns1) = 1:21 (1 -~ ) :

; T
Since Ty 41 — Tl < [W] for any [, we have

Tm,n+1_7—'m,l_1
<1 3 8logT> .
T

1
9’

and thus

R 810gT Tvn,vz+1_7m,1_1
7](7- s +1) l:Z; ( T >

16U21log T 132logT
bi,j(Tm,n+1) < Asiog < Usg 3&
Ni i (Tmmn+1) n

From the analysis above, we obtain

n
5"

Hence, we have

N, N,
n o [32log T
D big(Tmn) <1+ Y, Usy /= igl <1+ Usy/128(Ny, — 1) log T < 1 + /STUs

n=1 n=2
where the last inequality follows from the fact that N,, < [ﬁ}

Therefore, since there are at most [32log T'| parts, we conclude that
N
D7 bij(mn) < [3210g T (1 + V8T Us) < 99UsVT log T.
n=1

Combining the above bound with ({74) and (75), we have

Dip+Dgy1—1

br, (10,5 (Fi (b + 75 (F5 (e + 7)1, (), (b + 7) < 99TUsVT log T.
=Dy

C.3 Proof of Lemma[3]
Lemma 3. Suppose W < % Then % < D(t) < % + W < T foranyt.

Proof. Recall the definition of D(t):

n

D(t) = min >lw(n(t)

=0



Learning While Scheduling in Multi-Server Systems With Unknown Statistics: MaxWeight with Discounted UCB

n
s.t. ZU)T t
1=0

ol

Recall that n*(t) is the optimal solution to the above optimization problem. Note that D(¢) = >, O(t) w(n(t) = T and
Zl D=1 (i (£)) < L. Hence, we have

n*(t) n*(t) T
= < -+ W,
;} w(7(t) ; )) + w(Tpx () (t)) 5 +
where the last inequality is due to the bound w(7) < W for any 7. Therefore, for any ¢, we have
T T
- <D{t)<-+W<KT
2 2
where the last inequality is by W < % 0

C.4 Proof of Lemmald]

Lemma 4. Forany i, t, Q;(t+1) < maX{J Qi(t) + Ai(t) — 25 1i’j(t)}.

Proof. Fix i and t. Consider two cases. The first case is that there exists j such that n;(t) = 0 (server j is idling) and
I;(t) = i. The second case is that for all servers 7, n;(¢t) = 1 or I;(t) # 1.

Notice that for the first case we must have
Qi(t) + Ai(t) = 0
since server j is scheduled to ¢ and is idling. Hence, we have
Qi(t) + Ai(t) < Qi(t) + J + Ay(t) = J.
Hence, by the queue dynamics (IJ) and the above inequality, we have

Qi(t+1) < Qi)+ Ai(t) < J

for the first case. For the second case, we have

Ql(t+1) Qz Zl @7 77]
=Qi(t 21 i

where the second inequality holds since for any server j, either n;(t) = 1 or 1, ;(t) = 0.

Combining the two cases, we obtain that for any ¢, ¢,

J

C.5 Proof of Lemmalf3|

Lemma 5. Foranyt,i, 7 = 0, we have

1 Qi(t) = J7 < Qilt +7) < Qi(t) + 7Un;
2. 25Qit+7) =3, Qi(t) —
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Proof. (1) holds since @);(t) can increase at most U and can decrease at most J for each time slot by the queue dynamics (]I[)

(2) holds since the total queue length can decrease by at most .J for each time slot. This is because there are J servers in
total and each server can serve at most one job at a time.

O
C.6 Proof of Lemma 6]
Lemma 6. >, ¢; < Dk1+1 Zf’”gfk“ "By > Qi(ty + 1) +2JT1].
Proof. By Lemmal5] we have
DIQilte +7) = D 1Qilty) — JT = Y Qilty) — 2JT, (76)
i i i
where the last inequality holds since 7 < Dy, + Dj41 — 1 < 2T by Lemma[3] Based on (7€), we have
Dyp+Dpy1—1
Sucps % fu|Tatn
O

C.7 Proof of Lemmal(7|

Lemma 7. Forany k> 0,i€{1,...,I}, je{1,...,J}, we have

> c c 1
Py (E%inig) = Pri(€%s, i, 1Q(tk) = q, H(tg) =h) < T2
where
Ex trij =
Dp+Dpy1—1
{ D vt + T it (g gy —illi (b + 7) (B[X it + )] = Xt + 7)) > «/2TlogTZ ql} .
T=Dy

Proof. If server j is not idling, then X ;(¢) = S; ;(¢) by definition. Also note that X, ;(¢) < S; ;(¢) by definition. Hence,
we have

EX i
Dyp+Dpy1—1
c { Z v (t + T)li;k(tk+r)=i77j(tk +7) (B[St + 7)) — Sij(tx +7) \/2TlogTZ ql}
T—Dk ’

k1
{ Z i(tk + Dy +m — )15f(tk+Dk+m—1):inj(tk + D +m—1)

(E[Si,j(tk- + D +m—1)] — Sz](tk + D +m—1)) V2T10gTZQZ}

Let em = Lt (4 4 py-m—1)=if1i (b + Dis +m—1). Let S = Sy j(te + Dy +m—1). Letv\™ := v;(ty + Dy +m—1).
Then

D41
Ptk (5&7%7 Ptk ( Z emv ( S(W)] SET)) < st\/WZ QZ')

(S ™ (BIS] - S
=P, ! E/T ! ’ ) <—US\/21ogTZqi
i
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(S ™ (BI85
<P, ’ E) - ! ) < st«/2logTZqi
2n<t €m i
) ZZ:T Emv(m) Sz(m) [S(m)]
=P, ( ) Usv/2 logTZ ai | (77)

D41
Yimet €m

where the last inequality holds since D“f €m < D41 < T by Lemma

Let us view the conditional probability P, . as a new probability measure. Then E, . 1s the expectation under this measure.

Note that (S (T)) is a sequence of independent bounded random variables under this new measure since they are
m=

independent of Q(tx) and H (1), which also implies that

B[S = B [s5].

%]

Note that given Q(t)) and H (ty), vj(m) is a constant, which implies

o8, [8] = i, [o§ms].

2¥)

Therefore, from (77), we have

J 2} J

Dy
Yime1 €m

ngﬁl €m (U("L)S(m) - Etk [v(m)sz(?)])

Ptk (S)C(,tk,i,j) <Ptk

US«/QlogTZ a | (78)
Let F,,, defined as

n=1"

Fom =0 ((S(tk + Dy +n— 1))n P (A(tk + D +n— 1))m+1
(QUtx + Dy +n— )T (L (t + Dy +n— 1)):;;*5)

where o (-) denotes the o-algebra generated by the random variables. Note that

o (viVs%), 0P sE, . WS < F

iV Pigo Y

(M 5

and for any n > m, v, is independent of F,,. Also note that (e, )™ , 1s a previsible (predictable) sequence of

m=
Bernoulli random variables, i.e., €, is J,,_1-measurable. Note that 0 < ;")S (n) < Usg Z q;- Based on the above
conditions, we can then apply Theorem [2| (Hoeffding-type inequality for self—normahzed means, Theorem 18 in (Garivier
and Moulines| 2008)) with X,, = v\"™ S\, 3 = Usy/210g Ty, g;, and B = Us Y}, ¢; to obtain

'LJ’

ZDk+11 €m (v(m)s(m) E [ (m)S ])

]f’tk ’ - «/210gTqu

D
ka +11 €m

IOng+1 <2
< (g 1) o (-2 (1- 55 ) sT).

Setting ¢ = 0.3 and by the bound on Dy 1 in Lemma@ we have

D m m ;- m
ka+11 €m (,Uj( )S;,j) _E [ ( )S ])

P, Usr/2 1ogTZ ¢ | < —2 (79)

D
Yimey €m

for T > €°. Substituting (79) into (78), the lemma is proved.
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D ADDITIONAL DETAILS OF THE SIMULATIONS

In this section, we present more details of the simulations.

D.1 Settings

For the stationary setting, we set the arrival rates \; = 0.75 forall ¢ € {1,2,...,10}. We set the service rates as follows:

pok+1,2041 = 0.9, pogy12142 = 0.6,  pogyo 241 = 0.5, pogto242 = 1.0,
forall k,1 € {0,1,2,3,4}.
For the nonstationary aperiodic setting, we set the arrival rates A;(t) = 0.70 for all ¢ € {1,2,...,10} and all . We set the

service rates as follows:

fioks1.2141 () =(0.90000,0.89999, . .., 0.60001),
) =(0, 60000, 0.60001, .. ., 0.89999),
) =(
) =(

t 0.50000, 0.50001, . ..,0.79999),

1.00000, 0.99999, . .., 0.70001),

(

Mokt 20+2(t

,u2k+2,21+1(
(

Mok+2,20+2(t
forall k,1 € {0,1,2,3,4}.
For the nonstationary periodic setting, we set the arrival rates

Xi(t) = (0.750,0.749, . . ., 0.551,0.550, 0.551, . . ., 0.749, 0.700, . . .),

where the period is 400, for all i € {1,2,...,10}. We set the service rates as follows:
tok+1,2141 () =(0.900,0.899, . ..,0.501,0.500,0.501, . ..,0.899,0.900, . ..), period = 800,
Hokt1,21+2(t) =(0.600,0.601, .. .,0.999,1.000,0.999, ...,0.601,0.600, .. .) period = 800,
Hak+2,21+1(t) =(0,500,0.501,. .., 0.899,0.900,0.899, . ..,0.501,0.500, .. .) period = 800,
W2k+2,21+2(t) =(1.000,0.999, .. .,0.601, 0.600,0.601,...,0.999,1.000, .. .) period = 800,

forall k,1 € {0,1,2,3,4}.

For the second nonstationary periodic setting with a larger period, we set the arrival rates
Aqi(t) = (0.7500,0.7499, . ..,0.5501, 0.5500, 0.5501, . .., 0.7499, 0.7500, . . .),
where the period is 4000, for all ¢ € {1,2,...,10}. We set the service rates as follows:

0.9000, 0.8999, . . ., 0.5001, 0.5000, 0.5001, . . ., 0.8999, 0.9000, . . .), period = 8000,
0.6000, 0.6001, . . ., 0.9999, 1.0000, 0.9999, . . ., 0.6001, 0.6000, . . .), period = 8000,
0,5000,0.5001, .. ., 0.8999, 0.9000, 0.8999, . . ., 0.5001, 0.5000, . ..), period = 8000,
1.0000,0.9999, . . ., 0.6001, 0.6000, 0.6001, . . . ,0.9999, 1.0000, . . .), period = 8000,

Hok41,20+1 (1)

N~~~

( =
Haky1,2042(t) =
pok+2,21+1(t) =

—~

Hok+2,214+2(1)

forall k,l € {0,1,2,3,4}.

D.2 Parameters

For the stationary setting, we use the parameters that have stability guarantee in theory for both MaxWeight with discounted
UCB and DAM.UCB. Specifically, for MaxWeight with discounted UCB, by Theorem 1} we choose ¢; = 4 and g(v) =

6071209191677812 such that g(~y) satisfies dpax = %, where 0, = 0.15 is the largest  for the arrivals and
capacity region in our stationary setting. For DAM.UCB, the traffic slackness € defined in (Freund et al.||2022) is 0.2 in our
stationary setting, so according to|Freund et al.[(2022), the epoch size we choose is Lepoch = [(32/€ + 1) Leony| = 161,
where we set Lo, = 1 since there is no need to use DAM.converge algorithm in their paper because we consider centralized
setting. For frame-based MaxWeight (Stahlbuhk et al.| [2019)), since in their paper there is no theoretical value for the
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parameter frame size, we try different frame sizes and then choose the one that has the best performance, which is 120. For
MaxWeight with discounted EM, we use the same vy as MaxWeight with discounted UCB.

For the nonstationary settings, we choose ¢; = 4 and g(v) = 8192 for MaxWeight with discounted UCB. For DAM.UCB,
we use Lepoch = 161 for the periodic setting and Lepocn = 113 in the aperiodic setting, which are both calculated from
Lepoch = [(32/€ + 1) Leony| according to (Freund et al., [2022) using the corresponding traffic slackness at t = 0. For
frame-based MaxWeight (Stahlbuhk et al.2019), same as in the stationary setting, we try different frame sizes and then
choose the one that has the best performance, which are 30, 25, 20 for the settings of aperiodic, periodic, and periodic with
larger period, respectively. For MaxWeight with discounted EM, we use the same vy as MaxWeight with discounted UCB.

Simulation results of MaxWeight with discounted UCB with different g(+) are shown in Fig.[5| As shown in the figures, the
proposed algorithm works well under different values of g(vy) (hence, ). Therefore, the algorithm is robust to the value of
~. Note that these values are chosen somewhat arbitrarily, not optimized. They are 2 to the power of some arbitrary integer.

400 80 —
a(y) g(y)
350 1 —— 4096 —— 2048
——- 8192 —-== 4096
£ 300 ... 33554432 £ 607 8192
c ---- 137438953472 g -- 16384
@ 250 @
-
e ]
3 200 A 2
3 A =3
54 [ (o]
— 150 i =
8 # i\ 8
o i HERY 5]
F 100+ I S =
O\
>0 /l-’dﬁ-—"‘/ b
0 T T T T 1 0 T T T T T 1
0 20k 40k 60k 80k 100k 0 5k 10k 15k 20k 25k 30k
Time Time
(a) Stationary. (b) Nonstationary Aperiodic.
60
gly)
5o 2048
_C -—- 4096
<) s | 8192
g S 404 ---- 16384
- [}
g °
2 2 30
=t &
2 g 20
= [
10
0 T T T T 1 0 T T T T 1
0 800 1600 2400 3200 4000 0 8k 16k 24k 32k 40k
Time Time
(c) Nonstationary Periodic. (d) Nonstationary Periodic.

Figure 5: Simulation Results of MaxWeigh With Discounted UCB With Different g(vy).
In order to choose the best frame size parameter for the frame-based MaxWeight algorithm, we conducted simulations of
frame-based MaxWeight algorithm with different frame sizes. The results are shown in Fig.[f]

The total queue length »}, Q;(t) of all the curves in the figures is averaged over 100 runs. The shaded area in all the figures
is the 95% confidence interval. For all the curves, we plot one point every 10 time slots.

D.3 Additional Figures

We present all the comparison results in Fig.[7] Fig[8] Fig.[9] and Fig, [I0} each with a zoom in view and a zoom out view.
The zoom out view has a Y-axis with a larger range so that it can include the parts of curves that are missing in the zoom in
view. Note that the zoom in view figures are also presented in Section[6]in the main text.
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Figure 6: Simulation Results of Frame-Based MaxWeight With Different Frame Sizes.
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Figure 7: Stationary Arrival Rate and Service Rate.
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Figure 8: Nonstationary Service Rate With Aperiodic Means.
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Figure 9: Nonstationary Arrival Rate and Service Rate With Periodic Means.
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Figure 10: Nonstationary Arrival Rate and Service Rate With Periodic Means With a Larger Period.
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