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Kurzfassung

Es hat sich gezeigt, dass adaptive Ressourcenzuweisuegdeutlich bessere Per-
formanz als feste Ressourcenzuweisung erreichen kanm wienan unterschiedliche
Kanaldampfung, Interferenzszenario und Verkehrshetesangepasst wird.

Adaptive Ressourcenzuweisung der Abwartsstrecken ianeiMulti-Nutzer MIMO-
OFDM-System ist wegen der zusatzlichen Dimensionen dess®ecen schwierig.
Mehrere Nutzer kdnnen gleichzeitig Uber unterschidgiSubtrager oder tUber orthog-
onale Beams Uubertragen, d. h. getrennt im Frequenz- @ienlichen Bereich. Die
vorgeschlagene Ressourcenzuweisungsmethode komhldr@eRessourcenzuweisung im
Frequenz- und raumlichen Bereich, um danach in dieser Kuatibn zu optimieren. Zwei
Optimierungskriterien, insbesondere Minimierung der d&deistung und Maximierung
der Datenrate, werden in dieser Dissertation untersuchdimBersten Kriterium erre-
icht die kombinierte Ressourcenzuweisungsmethode eihezoaoptimale Losung, gle-
ichzeitig ist die Komplexitat gering. Beim zweiten Kritem werden mehrere Varianten
der kombinierten Ressourcenzuweisungsmethode vorgeghlabhangig von Strategien
der Nutzer-Fairness oder Leistungsbedingungen.

Im Gegensatz zu fester Ressourcenzuweisung, benotigtiael&essourcenzuweisung
zusatzliche Signalisierung sowohl zum Erwerb der Kanalkeis sowie der
Ubertragungsleistungen als auch zur Aussendung der Zumgssrgebnisse. Der
Overhead der Signalisierung schmalert den Gewinn dert@dapRessourcenzuweisung,
deshalb muss ein guter Kompromiss zwischen Overhead unth@egeschlossen werden.

* Wenn ein Chunk, ein Block nebeneinander liegender Sgétraund OFDM-
Symbole, als die kleinste Ressourceneinheit betrachtd{ iwann die Signalisierung
zur Aussendung der Zuweisungsergebnisse um den Faktor lderk€srolRe re-
duziert werden. Um die optimale Chunk-Grol3e zu finden, wedVerlust der adap-
tiven Ressourcenzuweisung als Funktion der Chunk-GriBlyisch beschrieben.

* Beim zeitvarianten Kanal sollte die Kanalkenntnis der 2¢utregelmalig aktual-
isiert werden. Ein grol3eres Intervall fuhrt zu geringer®verhead bei gleichzeitig
schlechterer Performanz aufgrund veralteter Kanalkesntm dieser Dissertation
wird der Performanzverlust zunachst anhand einer seiyissdnen Methode als
Funktion des Aktualisierungsintervalls abgeleitet, woamschlie3end das optimale
Intervall berechnet wird.



« Zero-Forcing Strahlformung ermoglicht die gleichagitiUbertragung mehrerer
Nutzer Uber orthogonale Beams unter der Voraussetzurssg, di@ Kanalmatrizen
der Nutzer senderseitig bekannt sind, was zu einem hoherh@aet fuhrt, insbeson-
dere bei sehr hohen Geschwindigkeiten. Erweiterte Eigamnébrmung basierend
auf Kanalkorrelationsmatrizen und fester Strahlformuergg(. Grid-of-beam) sind
zwei alternative Techniken, die Raumliche Division Mplér Zugang (engl. Spa-
tial Division Multiple Access, SDMA) ermoglichen. UnteedAnnahme, dass in-
stantane Kanalqualitat wie z. B. die SINRs zusatzlichhanden ist, wird adaptive
Ressourcenzuweisung basierend auf diesen zwei SDMA Tiemnanalysiert.

« Um den Radiozugangspunkt (engl. Access point, AP) lbee di
Ubertragungsleistungen der Rickwartsstrecke zu irmen, senden die Nutzer
normalerweise die Bandbreiten-Anfrage Uber einen Ranrdooess-Kanal. In
dieser Dissertation wird die Random-Access-Performanalyiach vorgestellt.
Anschlie3end wird ein neuartiger Gruppierungsmecharssrotgeschlagen, der die
Ressourcen beim Random-Access effizienter nutzen kann.

Aus der Literatur ist bekannt, dass die Abdeckung einerd8aion (BS) durch den Ein-
satz fester Relay-Knoten zwischen ihr und dem Nutzer o€mgrt'oder die Kapazitat an der
Zellengrenze verbessert werden kann. Adaptive Ressauuragisung ist in solchen relay-
unterstutzten Zellen wegen der Interferenz zwischen arehr APs komplizierter, ein-
schlief3lich BS und RNs. Eine vollstandige zentrale Methigtinicht realisierbar aufgrund
des hohen Rechnungsaufwands und des massiven Signalgsexerheads, der beim Aus-
tausch der Kanal- und Interferenz-Kenntnis unter allen aftstanden ist. Deshalb wird
eine zweistufige Methode vorgeschlagen, die viel weniggndisierung benotigtUber
einen langen Zeitraum gruppiert jeder AP dynamisch die &uta so genannten logischen
Beams, innerhalb derer die Nutzer eine hohe gegensedigaliche Korrelation haben,
und die BS weist die Ressourcen zu den logischen Beams atlfestiVeise zu, sodass
ein Gewinn durch gegenseitige Interferenzdiversitaient wird und der Ende-zu-Ende-
Durchsatz maximiert werden kanblber einen kurzfristigen Zeitraum weist jeder AP die
Ressourcen den Nutzern zu, welche zu demselben logiscrean Behoren. Dabei kann
ein Gewinn durch Multi-Nutzer-Diversitat erreicht werde

Vi



Abstract

A downlink (DL) system comprises a centralized base stafig) communicating to a
number of users physically scattered around. The purposesoirce allocation at the
BS is to intelligently allocate the limited radio resourcesy. transmit power, time slots
and frequency bandwidth, among users to meet their dataegterements. Adaptive
resource allocation has been shown to achieve significaigher performance than fixed
resource allocation by adapting resource allocation veipect to varying channel fading,
interference scenario and traffic load.

This thesis deals with the problem of DL adaptive resourtzcation in a multi-user
MIMO OFDM system. In a multi-user MIMO OFDM system, multiplsers can simulta-
neously transmit data and be separated in frequency domainspatial domain, i.e. via
different sub-carriers or via orthogonal beams, respelstivi hus, adaptive resource allo-
cation in such a system is highly challenging because of itje thegree of freedom for
resources.

Firstly, an approach of jointly optimizing the resourcenalition in frequency and spatial
domains is proposed in this thesis. Two types of optimirapmblems, namely power
minimization and rate maximization, are addressed. Foptweer minimization case, the
joint approach is shown to achieve a near-optimal solutigh f@w complexity. For the
rate maximization case, several variants of the joint aggh@re proposed in order to take
into account different user fairness strategies and @iffepower constraints.

Compared to fixed resource allocation, adaptive resouloeation needs signaling for
acquisition of channel and traffic knowledge as well as fdivdey of allocation results,
which causes additional overhead, thus mitigating thetatiap gain. Hence, the reduction
of the signaling overhead is as important as the increadeecddaptation gain in order to
maximize the system performance. The following investayet targeting at reduction of
signaling overhead are considered in this thesis:

« By defining a chunk as a block of adjacent sub-carriers andMdBEymbols and
letting it be the basic resource unit, the signaling for\aaly of allocation results
from a base station to all users it served can be reduced bgter faf the chunk
dimension, but the adaptation gain also decreases withasorg chunk dimension.
In order to find the optimal chunk dimension, the adaptati&in gs a function of the
chunk dimension is analytically derived.
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» To cope with the time-variant property of the channel fgdinsers’ channel knowl-
edge needs to be periodically updated. To find the optimahigpiditerval, both the
overhead reduction and the performance loss due to outdhgathel knowledge
should be evaluated. Therefore, the performance is firgtfiveld as a function of
the update interval by means of a semi-analytical methodtaexl the optimal up-
date interval as a function of the velocity can be analyiyodérived accordingly.

» Zero-forcing beamforming enables multiple users to tn@hsimultaneously over
orthogonal beams, but requires the complete channel regtnchich leads to high
signaling overhead especially at very high velocities. &alized eigenbeamform-
ing and fixed grid-of-beam beamforming are two alternateehhiques to enable
spatial division multiple access (SDMA) but require onlytd channel knowledge
and less signaling compared to zero-forming beamformingddd the assumption
that instantaneous channel quality indication is adddilynavailable, adaptive re-
source allocation based on these two beamforming techsiguimvestigated and
their performance is assessed.

« Random access is commonly used by users to transmit batidraquests which
inform the BS about the traffic load of the uplink transmissidypically, slotted
ALOHA protocol is used in conjunction with truncated binayponential back-off
algorithm for random access. Its performance in the consttgystem is firstly an-
alytically analyzed, and then a novel grouping mechaniseigding a more efficient
usage of the resources for random access, is proposed.

Finally, since fixed relay nodes (RNs) has been shown to dxtencoverage of the BS
or enhance the cell-edge capacity by forwarding data betB&and users, DL adaptive
resource allocation in a relay-enhanced cell (REC) is aee in this thesis. Different
from the BS, the RN has no wired connection to the core netwuk it also provides
radio access to the users, and so both BS and RN are calleslsgoomts (APs). It is
expected that the system performance in such a REC can bacathhy letting the BS
adapt the resource allocation with respect to the intanfsreamong the multiple APs in
the REC. Since a complete centralized resource allocapiproach performed at the BS
is not applicable in practical systems due to the extremiglly bomputational complexity
and huge signaling for the exchange of channel and interferanformation among APs, a
two-level approach which requires much less signalingappsed in this thesis. On along-
term basis, e.g. for each super-frame, each AP dynamicallypg users with high spatial
correlation into so-called logical beams, and then the B&cales resources to logical
beams in such a way that end-to-end throughput is maximirednautual interference
diversity is exploited by allowing logical beams with suiiotly low mutual interference
to share the same time-frequency resource. On a short-&sis, le.g. for each frame, each
AP exploits multi-user diversity by adaptively selectingeouser from each logical beam
for each time-frequency resource assigned to that logeatb
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1 Introduction

1.1 Downlink Adaptive Resource Allocation in a B3G
System

Beyond third generation (B3G) mobile communication syst@me expected to provide a
variety of services such as voice, image and data transimigsth different QoS and rate
requirements for "anytime-anywhere”. As defined by the IRUa peak rate of 100 Mbps
for mobile access when users move at high speeds relatiieet®%, and 1 Gbps for
nomadic access when users are in relatively fixed positiomsassumed for B3G sys-
tems [ITUO3]. The technologies which are being consideeB2G are WiMax, WiBro,
iBurst, 3GPP Long Term Evolution and 3GPP2 Ultra Mobile Biioand.

The transmission data rate envisioned for beyond third rge¢ioa (B3G) mobile com-
munication systems is much higher than that provisioneduoseat 3G (third generation)
systems. With increasing data rate, the symbol duratioorbes shorter and shorter. If
the symbol duration becomes smaller than the delay sprettteafulti-path channel, or
equivalently the channel exhibits selectivity in frequgdomain, the whole system will
heavily suffer from inter-symbol interference (ISI) [P4d0 An approach to prevent ISI
is parallel data transmission, known as multi-carrier (M@)dulation [Sal67, WET71]. It
converts a high-rate data stream into a number of low-rdiestieams that are transmitted
over a number of sub-carriers simultaneously. The reguMC symbol duration, defined
as the symbol duration of each sub-carrier, linearly ineesawith the number of sub-
carriers. The increased symbol duration reduces the ingfamtlti-path time dispersion.
Orthogonal frequency division multiplexing (OFDM) tranission technique has become
quite popular in the last decades. OFDM is a low complexithteque to bandwidth
efficiently modulate parallel data streams to multiple ieas; because the modulation of
parallel data streams to a number of sub-carriers in OFDMeifopmed by inverse dis-
crete Fourier transform (IDFT) which can be implementeg edficiently by inverse Fast
Fourier Transform (IFFT), and the sub-carriers in OFDM atbagonal with a sub-carrier
spacing equal to the Nyquist bandwidth [NPOO].

In addition to OFDM, multi-input multiple-output (MIMO) émsmission technique has
also been intensively investigated in the last decadestipleiantennas installed at trans-
mitter and receiver can improve the transmission religbdnd/or the system throughput
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by utilizing the spatial dimension [GS$83, Fos96].

The high transmission data rate envisioned for B3G mobihkernanication systems also
creates serious power concerns as it is well known that favengransmit power level,
the symbol energy decreases linearly with increasing tnégsson rate. Moreover, even if
the spectral efficiency can be significantly improved by adesechnologies such as adap-
tive transmission, spatial processing and dynamic sdedtieaing [PSSH04, CS00], B3G
systems still require wider bandwidths than existing systéo meet the more demand-
ing data rate requirements. Since wider bandwidths arenergéonly available at higher
carrier frequencies, the spectrum that will be release®8§ systems will be almost cer-
tainly located well above the 2 GHz band used by 3G systems.pfdpagation in such a
high operation frequency band experiences higher attemuand is mostly dominated by
non-line-of-sight (NLOS) conditions.

In cellular systems, each base station (BS) is wirely cotateto the core network and
provides radio access to the user terminals (UTs) over aingdnge. In B3G systems, the
reduced symbol energy and the increased attenuation nesoiter BS coverage range, or
equivalently, less capacity at the cell edge, as well asvgdadowed area. Thus, complete
coverage of e.g. urban areas using conventional cellufeastmuctures is expected to be
very costly owing to the high number of BSs and fixed core ngtwonnections required.
For this reason, the introduction of fixed relay nodes (RNs been widely accepted to
cost efficiently extend the coverage of the BS and/or enhtdneceell capacity, especially at
cell edges [PWSea04]. The cell configured with fixed RNs ierrefl to as relay-enhanced
cell (REC). Inthe REC, besides being directly connected thi€ BS, UTs can alternatively
exchange data with the BS via certain RN through multi-haproainications.

In summary, it has been widely agreed [BaRT02, K0G] that key technologies to en-
able such a high data rate at low deployment cost for B3G syssteclude

» Orthogonal frequency division multiplexing (OFDM) to efficiently exploit the
channel frequency selectivity by converting a high-rateaddream into a number
of low-rate streams [NPOO],

e Multi-input multiple-output (MIMO) to attain high spectral efficiency and/or high
transmission reliability by fully utilizing the spatial dwin through multiple anten-
nas installed at transmitter and receiver [GS33,

» Relayingto extend the BS coverage and/or enhance the cell-edgeitsapameans
of multi-hop and/or cooperative transmission via fixed RRg/[Sea04].

Therefore, a B3G system can be characterized as a multMI&%® OFDM system with
and without fixed RNs.

In a downlink (DL) wireless system, a centralized BS commatas to a number of
users distributed around it. The purpose of the resouroeatibn is to allocate the limited
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resources, e.g. total transmit power, available time sidtfeequency bandwidth, to users
to meet the users’ quality of service (Q0S) requirements,data rate and delay.

By taking the variance of channel fading, interference aderand traffic load into ac-
count, adaptive resource allocation yields higher systerfopnance than fixed resource
allocation, and is becoming more important in wireless camitation systems while the
user data rate requirements keep increasing [ZKAO1].

This thesis is focused on DL adaptive resource allocatianB3G system, i.e. a multi-
user MIMO OFDM system with and without fixed RNSs.

Since OFDM enables parallel data streams to be transmittednoultiple sub-carriers,
multiple users can share the OFDM symbol by transmitting ifferént sub-carriers in a
frequency division multiple access (FDMA) fashion [BaRT,9@ferred to as orthogonal
frequency division multiple access (OFDMA) hereafter, ancain OFDM system support-
ing OFDMA is called an OFDMA system. Due to the independeuinctel fading experi-
enced by multiple users, the system performance can be esthéy always assigning the
sub-carriers to the user with the highest channel gain [R&@8Well as performing bit and
power loading across all sub-carriers [KROO].

When the BS is equipped with multiple antennas, users caeperated in spatial do-
main, leading to spatial division multiple access (SDMA)MGItaneous data streams of
different users are transmitted on orthogonal or semiegdinal beams so as to eliminate
or reduce the inter-user interference at the receivers N9

Other multiple access schemes such as time division meitiptess (TDMA) and code
division multiple access (CDMA), which separate usersnmeteand code domain, respec-
tively, can be used in combination with OFDMA and SDMA [RapOkhus, given the free-
dom of separating users in the time, frequency, code, orasiimain, adaptive resource
allocation becomes more flexible yet more challenging, bsea multi-dimensional opti-
mization is desired.

Compared to fixed resource allocation, additional sigigalénrequired by adaptive re-
source allocation to measure and report channel condjtiorlsoadcast the allocation re-
sults, etc.. With increasing user velocities, the chanagég more rapidly and the adaptive
resource allocation has to be performed more often. As secuesce, the overhead caused
by the additional signaling becomes high, which mitigatesgerformance gain achieved
through adaptive resource allocation. Hence, the optimoizaf adaptive resource alloca-
tion relies on both adaptation gain enhancement and signalierhead reduction.

By introducing fixed RNs, the data transmission between BSumers can also be re-
layed by RNs in addition to a direct connection [PWSeaO4ffelbent from the BS, the RN
has no wired connection to the core network, but it also glesiradio access to the users,
and so both BS and RN are called access points (APs) in thessth&hus, even in the
single cell scenario, the BS is not the only transmitter oftEdnsmission anymore, and so
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the transmissions of all APs, including both BS and RNs, miégrfere with each other if
the used resources are not orthogonal. As the central ¢omitwf the cell, the BS should
handle the interference among APs belonging to the cell int@figent way.

1.2 State-of-the-art and Open Questions

In this section, the state-of-the-art of DL resource allmzain a MIMO OFDMA system
is summarized and the open questions are raised accordingly

Adaptive resource allocation at a single AP has been widelgstigated for various
multi-user systems under the assumption that ideal chamumsVledge is available at the
transmitter. Main contributions are summarized in TabR dnd briefly reviewed in the
following.

Table 1.1: Summary of previous contributions to DL adapt@source allocation at a single

AP.

References Remarks

[WCLM99, KLLO3] power minimization

[LLO4, JLO3] rate maximization
OFDMA [VTLO2, BBGT00] rate maximization, PF, TDMA

[KHO5, KPDO06, ALS"03] rate maximization, PF, OFDMA
systems e .

[Bon04] rate maximization, score-based fairness

[RCOO0, SAEO5] rate maximization, MMF

[SWT07, COEO5] rate maximization, generalized PF
narrow- | [Zha02, FGHO5] user partitioning
band [SS04, MKO074a] user selection
MIMO [DSO05, FN96, MKO7b, YGO06] user selection, greedy user insertion
systems | [RPSF06] user grouping, greedy bit insertion

[MAO6, LNO4] no SDMA
MIMO — : .
OFDMA [PIKLO4] power minimization, optimal solution
systems | [Wil06, ZL05, MKO7b] r_ate_maxmlzatlon, decoupled optl_mlza-

tion in frequency and spatial domains

Adaptive resource allocation in multi-user OFDMA systenksilown as adaptive
OFDMA, assigns the sub-carriers to the users and perfortremdipower loading across
the sub-carriers. It is usually formulated as an optimaragroblem, e.g. minimizing
the total transmit power under minimum user data rate caimss [WCLM99, KLLO3] or
maximizing the total throughput under a transmit power tramst [JLO3, LLO4, SAEQ5].
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The formulated optimization problems are often very dittido solve and sub-optimal
algorithms with low computational complexity have beengased.

In [WCLM99], a Lagrangian relaxation approach has been usesblve the power
minimization problem, in which the binary variable indicef the sub-carrier assign-
ment is allowed to take any value between zero and one dumamgptimization, and the
solution is then appropriately discretized. As the compaal complexity of the ap-
proach in [WCLM99] is still quite high, a computationallyfiefent method is proposed
in [KLLO3]. It reduces the complexity by dividing the prolnteinto two stages, the deter-
mination of the number of sub-carriers assigned to eachars#the assignment of best
sub-carriers to each user [KLLO3].

For the rate maximization problem, it has been proven thatdtal rate is maximized
when each sub-carrier is assigned to the user with the Highaenel gain and the transmit
power is then distributed according to the water-fillingaalthm [LLO4, JLO3]. However,
such approach does not ensure any fairness among usergsédicalways selects users
supporting the highest data rate and may leave out userduadticthannel conditions, typ-
ically located at the cell edge.

One of the most popular strategies to balance the explmitaif multi-user diversity
and user fairness is proportional fair (PF) strategy, bycwhhe user with the highest
data rate relative to its average achieved data rate istedIf¢TLO2]. The PF strategy
has firstly been proposed for TDMA systems [BB@] and has then been applied to
OFDMA systems as well [KH05, KPD06, AL®3]. When users experience asymmetric
channel fading, the PF strategy has been observed to belbizsd¢he vector consisting of
achieved users’ data rates is not proportional fair [Hat@@]avoid such a bias, a so-called
score-based strategy has been proposed in [Bon04].

Alternatively to the PF strategy, the max-min fairness (MMitrategy is studied
in [RCO0], where all users are assured to achieve a similar i@dde by maximizing the
lowest user’s data rate. Considering that different useag raquire different data rates
due to different services, it is proposed in [SAEO05] to maxethe total throughput while
exactly maintaining proportional user data rates, i.eldhest ratio between the achieved
and the required data rate is maximized.

Moreover, in [SW 07, COEOQ5], a so-called generalized proportional fairtega has
been presented, in which the user fairness level is tungtéeljusting the parameters used
in the objective function. It can be regarded as a genechfiaemulation for rate maxi-
mization problems with no fairness, with proportional fess and with max-min fairness.

As multiple antennas at transmitters and receivers have ibastrated to be able to en-
hance the system performance, adaptive resource alla¢atMIMO systems has gained a
lot of interest. Under the constraint that only one useriigeston each time-frequency re-
source, i.e. no SDMA is allowed, the optimization problenadéptive resource allocation
in MIMO systems is similar to that in OFDM systems and differdy in the fact that the
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single-user spatial processing is optimized in additicataptive OFDMA [MAO06, LNO4].

When SDMA is allowed, a group of users can be simultaneouwstyesl on the same
time-frequency resource and be separated in spatial donhaithis thesis, such a group
is termed an SDMA group. Since the spectral efficiency aduddwy an SDMA group
depends on the spatial separability among users in it, thiesyperformance can be op-
timized by placing users with low spatial correlations in&DMA group, referred to as
adaptive SDMA hereafter.

Adaptive SDMA can be realized by a user partitioning appigacwhich a partition of a
given set of users is firstly performed such that each sulbsetsponds to an SDMA group
and another orthogonal multiple access scheme such as TRMpplied among different
subsets [Zha02, FGHO05]. A graph-theoretical solution feerypartitioning is presented
in [Zha02], but its computational complexity is found to b@{Kard. In [FGHO05], a tree-
based sub-optimal algorithm for user partitioning is prsgmh which reaches a close to
optimum solution.

Alternatively to the user partitioning approach, a useea®n approach has also been
widely discussed [SS04, MKO7a, YGO06, DS05], in which an SDNFAup is constructed
for each given time-frequency resource by selecting prapers from all users. The prob-
lem of finding the best SDMA group that maximizes the systepacHty is recognized
as a non-deterministic polynomial time hard problem. Itsropm solution can be only
found through exhaustive search [SS04]. However, an exivausearch has exponen-
tial complexity and is prohibitive in a practical system doainaffordable computational
cost. In [MKO7a], by allowing continuous values for the hin&ariables, which indicate
whether the users are selected in the SDMA group or not, tbklgm of finding best
SDMA group is formulated as a convex quadratic optimizapooblem and is then effi-
ciently solved by convex optimization methods. Althoughoawex optimization problem
can be solved with non-exponential complexity, it still imigequire a considerable itera-
tions of a convex optimization algorithm. Thus, an algarifmamed greedy user insertion,
has been proposed for user selection [DS05, FN96, YGO06].e&dy user insertion algo-
rithm starts from an empty SDMA group for a given resource iteratively inserts a user
in it till the performance can no longer be increased by agldine more user. The user
to be inserted in each iteration is selected according taicecriterion, e.g. maximization
of capacity increase. A number of variants of the greedy ussartion algorithm have
been proposed for SDMA grouping, which differ from each otbie the selection crite-
rion, e.g. group capacity [DS05] and spatial correlatioN96]. In [MKO7b], a so-called
regularized correlation-based algorithm is proposed, hirclvthe user selection criterion
takes both spatial correlation and channel gain into adcaonfY GO6], under the assump-
tion of zero-forcing beamforming (ZFBF) and fixed power aliton for each user in the
SDMA group, the user with the highest rate weighted by theamye data rate is selected
and inserted in the SDMA group such that the achieved data eat proportional fair.

Similar to the greedy user selection algorithm, a greedinbértion algorithm has been
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proposed in [RPS06]. Starting from assigning to all users zero rate, thediskta rates
are iteratively increased till the performance cannot lsesiased, and in each iteration it is
the user with the highest power efficiency that increasedaita rate [RPS06].

The aforementioned approaches for adaptive resourceatiboceither deal with the
optimization in frequency domain by, e.g., adaptive sulsieaassignment in wide-band
OFDM systems, or with the optimization in spatial domaindag,., adaptive user selection
in narrow-band MIMO systems. However, the B3G system isattarized as a multi-
user MIMO OFDMA system with flexible multiple access schersgsh as OFDMA and
SDMA, cf. Section 1.1. Hence, the adaptive resource aliocah such a system is ex-
pected to be optimized by considering both frequency antdadgibmains. In [PJKLO4],
the optimal solution for adaptive resource allocation i&oted by converting the problem
into an integer linear problem but the computational coxiptas too high to be used in
practical systems.

Some low complexity sub-optimal approaches have been pemgpm the literature.
In [Wil06], the allocation of multiple time-frequency raswes available in the cur-
rent frame and over the whole bandwidth is sequentiallyqoeréd, and for each time-
frequency resource, the resource allocation is optimizeaéans of approaches proposed
for narrow-band MIMO systems. Alternatively in [ZL05], & proposed to divide the prob-
lem into two sub-problems: SDMA groups are built by useriparting in such a way that
the correlation between any pair of the users from diffegroups is lower than a given
threshold, and then for each group adaptive OFDMA is cawigidndependently among
users in the same group. This approach, however, is songetifiieult to apply, because
in a rich-scattered propagation environment, the spat@usability, e.g. measured by spa-
tial correlation, is frequency/time-dependent and thé BESMA group for one resource
might not be optimum for another [KRTO03]. In [MKO7b], it is@posed to build a candi-
date SDMA group for each user on each resource, and thernisgleane SDMA group for
each resource by means of adaptive OFDMA.

Because all the existing sub-optimal approaches decohplegtimization problem in
frequency and spatial domains, the following question sg¢edbe answered:

1. How to make joint optimization of resource allocation inuency and spatial domains
with low computational complexity, and how much can thetjoptimization gain com-
pared to the existing approaches?

The investigations discussed so far about adaptive res@liacation focus on the opti-
mization of the resource allocation in terms of power miziation or rate maximization,
under the assumption that all required information is add at the transmitter, i.e. the
AP. The required information includes channel knowledge asers’ data rate requests.
Moreover, the allocation results also need to be deliveraah the AP to individual users
over DL broadcasting or dedicated control channel. All theesponding signaling shares
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the resources with the data transmission, and so the redustithe signaling overhead
is as important as the optimization of the data transmissibime signaling required by
adaptive resource allocation can be classified as

* DL signaling for the delivery of allocation results from ARo users,

« Signaling for the acquisition of channel knowledge at AR, eplink (UL) signaling
for channel feedback or pilots for channel measurement.

» UL signaling for the transmission of users’ data rate retgie

Main contributions to the topic of signaling reduction aregented in Table 1.2.

Table 1.2: Summary of previous contributions to the redurctf the additional signaling
caused by adaptive resource allocation compared to fixedires allocation.

Signaling type | References | Remarks
Delivery of allocation | [DTSAOQ5] grouping of sub-carriers
results [ISTO5a] grouping of sub-carriers
and OFDM symbols
Pilots [MI102] uplink pilot in TDD mode
Acquisition [ISTO5b] CQI compression
of channel Feedback [NLTW98, DJT03, MSEAOQ3]| CSI quantization
knowledge [CHO5] CSl interpolation
[SHO5, THO5] feedback over random ac-
cess
Transmission of users’ | [IEE04] polling and random access
data rate request

After the AP completes the adaptive resource allocatidmstto inform all users about
the allocation results, namely indicating for each subsieawhich user is served and which
transmission mode, i.e. modulation and coding scheme (MiSSglected. By observing
that one user undergoes similar channel fading on adjacéatariers, a solution to re-
duce the amount of signaling as well as the computationapsxty of the adaptive al-
location is to group adjacent sub-carriers together [DTJABurthermore, in [IST053a] it
is proposed to use a chunk, consisting of adjacent subecsiand OFDM symbols, as the
basic resource unit in adaptive resource allocation. Simegain of the adaptive resource
allocation decreases with the increasing size of the resaumit, such grouping requires
a trade-off between the reduction of the signaling reduactiad the loss of adaptation
gain [DTSAO5]. This trade-off has not yet been systemdtigalvestigated in literature,
thus, the existing open question can be formulated as:
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2. How does the performance of chunk-wise adaptive resoutoeation decrease with
the increasing chunk dimension and how to determine thenoti chunk dimension?

In time division duplex (TDD) mode, due to channel reciptpdhe DL channel is iden-
tical to the UL channel, and so the AP can directly measureDihechannel based on
additional pilots inserted by each user in uplink [M102]. h@twise, without exploiting
the channel reciprocity in TDD mode or in FDD mode, all usérsutd first measure the
channel and then feed back the channel measurement to ti&harnel feedback can be
classified as two types, namely channel state informatidsi)(€uch as transmit beam-
forming vectors or channel matrix, and channel qualitygation (CQI) such as signal-to-
interference and noise ratio (SINR) or channel norm.

Many approaches to reduce the channel feedback have bgewsprbin the literature.
For CQI feedback composed of real values, a significant temlucan be attained with dif-
ferent kinds of lossless or lossy compression methods bipiixyg the correlation among
adjacent sub-carriers [ISTO5b]. For CSI feedback composedmplex vectors or metrics,
instead of sending back each entry of the vectors, the \&ector be quantized using a code
book designed for narrow-band MIMO channels, e.g. [NLTWO8T03, MSEAOQ3]. Even
with vector quantization, the amount of feedback still ggdw proportion to the number
of sub-carriers. In [CHO5], a feedback scheme that combiae®r quantization and vec-
tor interpolation is proposed. Further on, the sphericarpolator developed in [CHO5]
exploits parameters for phase rotation in order to satlefypthase invariance [DJT03] and
unit norm properties of the transmit beamforming vectors the amount of signaling
overhead required still increases with the number of userstder to scale the feedback
for a large number of users, the feedback is also proposed tabhsmitted by means of
random access [SHO5, THO5].

Due to user mobility, the channel is variant over time, anthgoacquisition of channel
knowledge has to be carried out periodically. A short updatrval causes too high over-
head that cannot be compensated by the gain from adaptweroesallocation, whilst with
a too long update interval the CSI does not match with theeotithannel status and the
adaptation gain degrades. Hence, there exists an optimdateimterval that maximizes
the system performance, and so it is obvious to raise theWolg question:

3. Whatis the optimum interval for the update of channel kndgddan time-variant chan-
nels and how is it related to the users’ velocity?

SDMA schemes based on zero-forcing beamforming [DS05] dadkhdiagonaliza-
tion [SSHO4] require the instantaneous CSI at the tranesmitHowever, it is expected
that the feedback of instantaneous CSI is not feasible wkersumove at very high ve-
locities. Indeed, there are other SDMA schemes that onlyiredong-term CSI, e.g. the
channel correlation matrix. For instance, eigenbeamfiognmaximizes the useful signal
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power by transmitting towards the main signal directiong¢ated by the dominant eigen-
vector of the channel correlation matrix [FN95, SBO4a]; eratized eigenbeamforming
tries to maximizes the SINR by balancing the reduction ofubeful signal reduction and
the suppression of the interference [Zet95]. In literattine adaptive resource allocation
is generally formulated as optimization of the beamformiegtors and power allocation
subject to users’ individual target SINRs [SB04a]. Since @QI feedback causes much
less overhead compared to the CSI feedback, it is reasottabisume that the instanta-
neous CQI feedback is still affordable at high velocitiesg¢dain extent. Consequently, an
open question is:

4. How to efficiently combine long-term CSI and instantaneo@si@ adaptive resource
allocation and what is the performance loss compared todlcateved based on instan-
taneous CSI?

In addition to the channel knowledge, user's QoS paramsigh as the data rate re-
guest are also required by adaptive resource allocatiothé\gser data rate request can be
variable over time due to bursty traffic in packet transnoissystems, the APs should be
informed about the change of rate request by bandwidth stB&/-REQ) transmission,
as described in the IEEE 802.16 standard [IEEO4]. Two mdiemmes, namely polling
and random access, can be used in BW-REQ transmission [[fTaR66 random access,
the transmission is contention-based and so a collisioidamoe algorithm is usually de-
fined [Tan96]. For example, the IEEE 802.16 standard usesdtad binary exponential
back-off (TBEB) algorithm for collision resolution [IEEQ4In order to optimize the trans-
mission of bandwidth request, e.g., to minimize the resesirequired by the transmission
of bandwidth request, the behavior of the random accesddalheufirstly analyzed. In
other words, open question is:

5. Whatis the performance of random access in frame-basegisgstnd how to minimize
the resources required by the transmission of BW-REQs.

In the previous discussions, only one single AP is consdldredeed, in systems com-
prising multiple APs, e.g. a cellular system or a REC, conclehinterference caused by
frequency reuse among multiple APs is the most restrairantpf on the system capac-
ity [Lee93]. The allocation of available frequency bandthidmong multiple APs is gen-
erally called channel assignment in literature [Lee93]irM=@ntributions are summarized
in Table 1.3 and briefly reviewed in the following.

The channel assignment in early FDMA/OFDMA cellular systemperates on a long-
term basis and frequencies are assigned to different APsnoore or less permanent ba-
sis [Lee93]. Inhomogeneity in the traffic load can be take®e cd by adapting the number
of channels assigned to each AP to the expected traffic ddjiehat AP. A comprehen-
sive survey of different channel assignment schemes isiggdvn [KN96]. Two kinds
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Table 1.3: Summary of previous contributions to DL chanssignment at multiple APs.

| Referenceg Remarks

[Lee93] FCA

OFDMA [KN96] survey on centralized DCA
systems [CS00] sequential DCA

[LLO3] semi-distributed DCA
MIMO OFDMA systems| [VTZZ06] | distributed DCA

of approaches for channel assignment have been identit@dely fixed channel assign-
ment (FCA) and dynamic channel assignment (DCA) [KN96]. Du¢he temporal and
spatial variations of traffic in cellular systems, FCA canhaohieve high spectrum effi-
ciency [KN96]. In case of DCA, all channels are kept in a calized pool, and channels
are dynamically assigned to cells or returned in accordemtiee increase or the decrease
of the traffic load, respectively [KN96].

The performance of DCA schemes is critically dependent emate at which the assign-
ment or re-assignment occurs. To fully utilize the potdmtid CA gain, channel reassign-
ments must take place at high speed to avoid rapidly chargjgral- and interference-
levels in a mobile system. However, channel variationseestly those caused by fast
fading, are generally very fast. As a result, centralizedAD¥chemes adapted to such a
fast channel variations cause very high computational ¢exity as well as huge signaling
burden for signal and interference measurements, whichsarally infeasible in practical
systems. On the other hand, completely distributed DCArseiserequire much less sig-
naling compared to centralized ones, but are problematpranstice due to collisions of
channel assignment, i.e. the possibility for adjacent AHadependently select the same
channel, thus causing interference when transmissions.dCollisions of channel assign-
ment can be avoided by letting adjacent APs sequentialfpparDCA algorithm [CSO00],
but the resulting cycle of DCA might be too long to adapt tordqad change of fast fading,
which limits the DCA gain.

In [LLO3], a semi-distributed DCA scheme, which splits tesource allocation between
radio network controller (RNC) and BSs, is proposed for ieétl OFDMA systems. The
RNC makes the decision which resource unit, e.g. chunk,ad bg which BS as well as
the transmit power on a long-term basis, e.g. at super-fiared. The BSs then make
the decision which resource unit is assigned to which usex short-term basis, e.g. at
frame level. As RNC only requires the information on charstelv fading and makes the
decision at a super-frame level, the rate of informatiorhexge between RNC and BSs is
significantly reduced compared to centralized DCA. Moregmece the RNC has made the
decisions which resource is used by which BS with a giverstranpower, the co-channel
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interference from each BS to users served by other BSs isap@mdient on the resource
allocation independently carried out by each BS. Thus, tBec@n accurately predict the
instantaneous SINRs without knowing the actual resouttoeation made by other BSs.

However, when BSs are equipped with multiple antennas, ahehannel interference
changes with the used transmit beamforming vectors of tteefering BSs even under
a stable channel and fixed transmit power. As the transminfiganing vector chosen
for different users are generally different, the BS canmedjzt the instantaneous SINR
without knowing the resource allocation of other BSs: sosersican be "hit” by the beams
of the adjacent BSs, whereas other users can be in a verafdemituation, depending on
their channel conditions and the directions of the intenf@{VTZZ06]. The uncertainty
of the co-channel interference makes the adaptive res@limzation problem in MIMO
OFDMA systems with multiple APs more difficult compared te®ms without multiple
antennas at the transmitter. In [VTZZ06], a distributed D&gproach is proposed by
approximating the co-channel interference by the valuehenworst case scenario, i.e.
the interference when being "hitted” by the beams of the Gdja BSs. However, the
approach following worst case analysis won't lead to théno@itsolution. So far solutions
based on an accurate approximation of the co-channel@énégrte for DCA in multi-user
MIMO OFDMA systems have not been presented in literaturee djpen question is thus
formulated as:

6. How to efficiently benefit from the mutual interference dsitgramong multiple APs
in a REC with affordable computational complexity and sigrpoverhead, when all
APs, including both BS and RNs, are equipped with multipteraras ?

1.3 Goals of the Thesis

Concerning the open questions raised in Section 1.2 for thedaptive resource allocation
in multi-user MIMO OFDMA system, the following goals are pued in this thesis:

« Optimization of the adaptive resource allocation, nanalyt optimization of adap-
tive OFDMA and adaptive SDMA, at a single AP without considgrinterference
from other AP.

* Investigation of the additional signaling required by t@daptive resource alloca-
tion in order to reduce the overhead. Particularly, theofeihg four aspects are
addressed.

— Optimization of the size of the basic resource unit to redbheesignaling for
delivery of allocation results.

12
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— Optimization of the update interval for channel knowledgguasition in a time-
variant channel.

— Optimization of the adaptive resource allocation whentiaichannel knowl-
edge is available.

— Optimization of the random access scheme used by usersvwerdaformation
on uplink traffic load to APs.

« Optimization of the adaptive resource allocation in ayedahanced cell (REC), in
which multiple APs interfere with each other.

1.4 Contributions and Thesis Overview

This section discusses the main contributions of the tteggishow the thesis is organized.
In the following, the contents of each chapter are brieflcdbed, along with the contri-
butions presented by each one of them.

Chapter 2 is dedicated to describe the assumed system mnaddeh prepares the dis-
cussion and investigations in the rest of the thesis. Afignoducing the channel model,
OFDM is reviewed, transmission with multiple antennas isdeied and discussed, link
adaptation including both power adaptation and adaptiv&Meélection is outlined. Time-
frequency resources are then shown to be structured as ghiuakes and super-frames.
Some further assumptions are also given.

Based on the system model described in Chapter 2, all thelootidns of the thesis are
presented in Chapter 3, Chapter 4 and Chapter 5.

In Chapter 3, with the purpose of answering open questiohée tieme of DL joint
optimization of adaptive OFDMA and adaptive SDMA based oBEFRt a single AP is
approached. Two kinds of problem, namely power minimizaaod rate maximization
problems, are separately addressed. The contributior@aerpminimization problem are
presented in Section 3.2, in which after reviewing the fdahan of the problem and the
calculation of the optimal solution, a low complexity suptional algorithm, referred to as
successive bit insertion (SBI), as well as some further freadions to enhance the per-
formance, are proposed and analyzed. The contributiorsgeamaximization problem are
presented in Section 3.3, in which the objective functioitk vespect to different optimiza-
tion criteria, i.e. rate maximization with different usairhess strategy, are firstly derived,
and then the proposed SBI algorithm are shown to take intowstaifferent optimization
criteria by applying the derived objective functions. Atitahally, in order to solve the rate
maximization problem while assuming fixed power sharing agnasers served in the same
resource unit, a sub-optimal algorithm, called succeasdes insertion (SUI), is proposed
and analyzed in Section 3.3.

13
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Chapter 4 focuses on the signaling for adaptive resouroeadlbn. In Section 4.2, with
the purpose of answering open question 2, the performanedrgen adaptive resource al-
location is expressed as a decreasing function of the chinmddsion by analytical deriva-
tion. By further formulating the amount of forward signain.e. the signaling for delivery
of the allocation results, as a linearly decreasing fumctibthe chunk dimension, the op-
timal chunk dimension that provides the best trade-off leetwthe loss of performance
gain and the reduction of signaling with respect to incregsihunk dimension, can be
calculated. In Section 4.3, the performance loss due to atidmed CSI is firstly expressed
as a function of the interval for the CSI update based on sitivel results, and then the
optimum channel update interval that maximizes the effedihroughput is analytically
derived for arbitrary velocities, thus answering open tjoas3. In Section 4.4, the sub-
optimal algorithm proposed in Chapter 3 for joint optimieatof adaptive OFDMA and
adaptive SDMA based on ZFBF is modified in order to solve tlodlem of joint optimiza-
tion of adaptive OFDMA and adaptive SDMA based on two SDMAesuks requiring
only limited channel information, i.e. generalized eigeamforming and fixed grid-of-
beamforming (GoB), which refer to open question 4. Addiailby) in case of generalized
eigenbeamforming, as the receive SINR cannot be estimatecdrs without knowing
the used transmit beamforming vectors, two methods areogempto estimate the receive
SINR at the AP based on channel correlation matrix and itest@ous CQI. The perfor-
mance of the two SDMA schemes with limited channel feedbsekaluated and compared
by means of numerical simulation. In Section 4.5, the pertorce of random access used
for such as bandwidth transmission is analytically derwét respect to any given values
of the parameters in the back-off algorithm, which enabitesselection of proper values
for those parameters, thus answering open question 5. Mereogrouping mechanism is
proposed to provide more efficient usage of resources indhtention period .

Chapter 5 presents a novel two-step approach to optimizadaptive resource alloca-
tion in a REC, thus answering open question 6. On a long-tasispbeach AP indepen-
dently constructs logical beams consisting of users wigh Ispatial correlation, and then
the BS allocates resource to logical beams to maximize ttoeidinput by optimizing the
resource sharing among logical beams with low spatial tadrom. On a short-term basis,
each AP independently selects the best user for each resonitcaccording to instanta-
neous SINR condition. In particular, an algorithm is pragab®r APs to dynamically build
logical beams, and two algorithms are proposed for the B3doade resource to logical
beams aiming at rate maximization as well as resource hagpbetween the first and sec-
ond hop transmissions. The second algorithm, iterativepeddent balancing, guarantees
a complete fairness among all users in addition.

Finally, Chapter 6 summaries the main contributions of Hesis.
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2.1 Introduction

In this chapter, the deployment scenario of the consideztidlar system with fixed relays
as well as the system parameters are firstly introduced indde.2. The mathematical de-
scription of the radio channel and its statistical progsrivill follow in Section 2.3, outlin-
ing the fundamental limitations placed by the mobile radiarmel on the performance of
wireless communication systems. OFDM and multiple-arsaemansmission techniques,
as the key techniques for future wireless systems, are sisduin Section 2.4 and Sec-
tion 2.5, respectively. After introducing the frame stiuret of the considered system in
Section 2.6, chunk-wise link adaptation technique is dlesdrin Section 2.7. Finally, a
list of assumptions considered for performance evaluasagiven in Section 2.8. The
research work presented in this thesis has been carriedh dheiframework of the IST
project IST-2003-507581 WINNER [Win], and thus most of tlystem parameters and
assumptions are in accordance with those defined in the WRIpiBject [ISTO6].

Throughout the thesis, signals and channel responsegaeseated by complex scalars,
vectors and matrices. Lower case and upper case lettersegi¢adenote vectors and ma-
trices, respectively. To distinguish from scalars, bottitwes and matrices are in bold face.
Furthermore(-)* and(-)T designate the complex conjugate and the transpose, rasghgct
The complex conjugate transpose, also called complex Hiamis expressed &9™. The
matrix inverse is represented by ~! and|| - || denotes the Frobenius norm of vectors and
matrices. The operatdi; ; yields the element in theth row and thej-th column of the
matrix in bracket, andiag|-] yields a diagonal matrix composed of elements in the bracket
The expressiong’[-] andtr|-] indicate the expectation and trace operation, respegtivel

2.2 Cellular System with Fixed Relays

In this section, the layout and the deployment parametees adllular system equipped
with fixed relays are presented.

According to the characteristics of the environments wiB36& systems are envisaged
to be operated, such as propagation conditions and usetitpadibiree kinds of deploy-
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ment scenarios are commonly identified: urban macro-egluhicro-cellular and in-
door [ISTO6]. The urban macro-cellular deployment scenarithe focus of this thesis.
In typical urban macro-cellular scenarios, the cell sizgeserally large, mobile UTs are
at street level and fixed BSs are located clearly above soding building heights. As for
propagation condition, non- or obstructed line-of-sighdicommon case, since the street
level is often reached by diffractions over the rooftop.

As depicted in Figure 2.1(a), for the considered urban maetolar deployment sce-
nario, each BS is assumed to serve one site consisting &f gaetors and the distance
between two adjacent BSs, denoted withis called site distance. Thus, the hexagonal
diameter of the cell is abo®/3D. Moreover, the considered REC is depicted in Fig-
ure 2.1(b). In each REC, six RNs are deployed around the BSistance of 2/3 of the
cell hexagon diameter. UTs are assumed to be uniformlyilbliged over the whole cov-
erage area. In the following, the area in which a BS can peoeither direct or two-hop
communication for UTs is referred to as cell or a REC, while #nea in which an AP,
either BS or RN, can provide direct communication for UT<ierred to as a sub-cell.

Two-hop communication direct communicatior
(a) Layout of the BSs. (b) Layout of the RNs.

Figure 2.1: Layout of the cellular system with fixed RNs.

In Table 2.1, the values of the deployment parameters asstimaughout the investi-
gations are given. However, all proposals and algorithmivele later on in Chapter 3,
Chapter 4 and Chapter 5 are applicable also for other valube parameters.

The considered system operates in frequency division duptede (FDD) over paired
bands of 40 MHz at a carrier frequency of 3.9 GHz and 3.75 Gelpectively. The site
distanceD is set to 1 km and each BS is surrounded by six RNs at a distdr&6an.

All BSs, RNs and UTs are equipped with uniform linear arrdytAs) with antenna
spacing equal to half wavelength. Each BS has three seatdreach sector of the BS
is configured with a ULA consisting of 4 antennas with bacKrtmt ratio of 20dB. The
maximum total transmit power per sector is 46 dBm. Companetie¢ BS, a RN is sup-
posed to serve a lower number of sectors with lower maximamsinit power in order to
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Table 2.1: Deployment Parameters.

Duplex mode FDD
Carrier frequency 3.95GHz DL /3.7GHz UL
Channel bandwidth 2 x 40 MHz
Site distanceD 1km
BS RN uT
Height 25m 5m 1.5m
No. of sectors 3 1 1
Max transmit power per sector 46 dBm 40dBm| 24dBm
Antenna configuration ULA with half wavelength antenna spacing
Azimuth antenna pattern | —min |12 (-5 )2 .,20| dB 0dB
No. of antennas per sector 4 4 2
Elevation antenna gain 14 dBi 14dBi | 0dBi
Receiver noise figure 5dB 5dB 7dB

reduce its cost [ISTO6]. In the considered system, secttoiz is not used at a RN, the
maximum transmit power of a RN is assumed to be 40 dBm, andlt#edia RN is com-
posed of 4 ideal omnidirectional antennas. Each UT is equapyth a 2-element ULA of
omnidirectional antennas. The noise figure of 7 dB for UT aatefor cheap mass-market
devices, compared to 5 dB for both BS and RN.

2.3 Radio Channel

2.3.1 Introduction

Wireless communications between the transmitter and tever are limited by the spe-
cific characteristics of the mobile radio channel in the @gsirequency range. In general,
the transmit signal is affected by

» Path-lossdue to the distance between the transmitter and receiveORa

« Shadowing and diffraction due to large scale obstacles in the propagation path,
which together with path-loss generate the so-called tengyfading [Pro01];

« Multi-path propagation due to reflection and scattering at nearby objects which
cause the transmit signal to reach the receiver by propagttiough different paths
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2 System Model

with different delays. This phenomenon represents theafleetchannel time dis-

persion which manifests itself in a varying distortion (ading) of the receive signal
over the transmission band, known as frequency-selecdiaed. Moreover, if there

exists a relative motion between the mobile user termindltha scatters and/or the
reflecting objects, the observed carrier frequency is @hffefrom the emitted one.
This effect is known as Doppler shift, which makes the pha#erdnce between

paths and in turn the distortion (or fading) of the receignai vary over time. The

frequency-selective and also time-variant fading arerrefeto as short-term fad-
ing [Pro01].

In this section, firstly the stochastic modeling of the rachi@annel is introduced in Sec-
tion 2.3.2. Note that the configuration of the multiple ami@s is also modeled together
with the radio channel, as the channel response of one antemaly is dependent on the
antenna configuration. Secondly, several useful stadisti@asures such as delay spread,
Doppler spread and angle spread, obtained from the stochasteling, are described
in Section 2.3.3. The delay spread quantifies the channel dispersion and in turn the
frequency-selectivity; the Doppler spread describesithe variance of the channel; the
angle spread is a very important factor determining theiapebrrelation between the
channel responses on multiple antennas.

2.3.2 Stochastic Channel Modeling

In this section, the stochastic modeling of both long-temd ahort-term fading is intro-
duced. The most often used stochastic model for long-tedndas exponential path-loss
plus log-normal shadowing [Rap02]. Lat, denote the log-normal shadowing, which is
a zero-mean Gaussian distributed random variable in urdBofith standard deviation

o (also in unit of dB). Further, by letting be the distance between the transmitter and the
receiver, the attenuation due to the long-term fading i oinilB is expressed as

d
loss(d)[dB] = A + 10+ log, (d—) + X, (2.1)
0

whered,, A and~y are constant real values. Since the attenuation of a sigpabportional

to the square of the propagation distance in free space,dlue vf~, known as path-
loss exponent, is generally greater than 2. Usually, theegbfA, v ando are derived

from field measurements [Rap02]. According to [ISTO5c], thedel of the attenuation
due to the long-term fading for the considered urban macenaso is obtained from field
measurements as

d
loss(d)[dB] = 37.49 + 35.74 1og;, <d—) + X, with o =8dB. (2.2)
0
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2.3 Radio Channel

The presence of reflectors and scatters results in multggkgans of the transmit signal
that arrive at the receiver, displaced with respect to om¢heen in time and spatial orienta-
tion. In the geometric or ray-based model based on stochastdeling of scatterers, the
receive signal is assumed to consist\otime-delayed multi-path replicas of the transmit
signal [ISTO5c]. As shown in Figure 2.2, each of tNepaths represents a cluster f
sub-paths. Sub-paths within each path are assumed to tterewli initial phases but iden-
tical delay, because the delay difference among them isrt@dl $0 be resolvable within
the transmission signal bandwidth. Path powers, path detayd angle properties at both

Array Broadside
at Tx

Tx: Transmitter
Rx: Receiver

-
-
-
-
-

. \ Array broadside \\
~~~~~ at Rx

Array at Tx

-

Figure 2.2: Geometric model of multi-path propagation [0Sg].

sides of the link are modeled as random variables definedighrandividual probability
density functions and cross-correlations [ISTO5c].

To mathematically describe the multi-path propagatioa,fillowing notations are in-
troduced. P, and, denote the power and the delay of thi¢h path, respectivelye,, ,,
andy,, , represent the angle of departure (AoD) and the angle ofedf\oA) of them-th
sub-path in thex-th path with respect to the array broadside of the tranenattd receiver,
respectively. Furthey; is the velocity of the relative motion between the mobilertierals
and the surrounding, and its direction with respect to tin@yaoroadside of the receiver is
represented by,. Note that all defined angles that are measured in a clockiiisetion
are assumed to be negative in value.

Doppler shift, also referred to as Doppler frequency, isdifilerence between the ob-
served carrier frequency and the emitted one. It dependb@nedlocity of the relative
motion v, the speed of light, the carrier frequency,, and the angle between the direc-
tions of the signal propagation and the relative motionc&itme AoAs of sub-paths differ
from each other, different Doppler frequency is observe@ach sub-path. The Doppler
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frequency for then-th sub-path of the:-th path is calculated as

vfe

L cos(mn — ) 2:3)

fD,m,n =
[Rap02].For a given velocity, the maximum Doppler frequenc

_vfe
C

fD,max - (24)
is observed when the direction of a certain sub-path, coincides with the direction of
the relative motior#, [Rap02].

On each sub-path, by taking the signal transmitted/redeit/the first antenna element as
reference, the signal transmitted/received at each ofttier antenna elements experiences
a phase shift. For the sake of simplicity, the sub-path ani jpalices are omitted when
presenting the calculation of the phase shift in the follgyviThe phase shift experienced
at thei-th antenna element with reference to the first antenna eleisigiven by

a; = ¥ e, (2.5)

wherer; is the time for the signal wave front to pass from the first anéeelement to the

i-th antenna element [Hay96]. As shown in Figure 2.3, for @gi@ntenna configuration,
7; only depends on the direction of the incoming wave frontpag) las the distance to the
source is far enough to make the wave front planar. Thus,bseshift of the signal on

the s-th antenna element with respect to the reference at thenigier can be formulated

as a function of its AoDy and its distance from the reference antenna elemgmne.

a)(p, d,) = = dssin9), (2.6)

and the phase shift of the signal on th¢h antenna element with respect to the reference at
the receiver can be formulated as a function of its AoAnd its distance from the reference
antenna element,, i.e.

27 fc

al™(p,d,) = e~ dusin(®), (2.7)

By letting v, ,, be the initial phase for the:-th sub-path of the:-th path, andG'r,
and G, represent the antenna gain of the transmitter and the e¥ceespectively, the
amplitude of the time-variant channel impulse respons®)Gl, . .(t) on then-th path
between each antenna péit, s) is given by

gu,s,n(t) =V Pn 2%11 (ejwm’n . €j27rfD’m’"t ..
\ GTX((bm,n)ath) ((bm,rm ds) e (28)
Y GRX(@m,n)a’gX) (me,nu du) ce
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Antenna array \
broadside

O
d,-sing L
Antenna array )
1~ - L broadside
\
O q
d5 Wave front
\
5(

d,-sing

Transmit side Receive side

Figure 2.3: Spatial delay incurred when a plane wave im@mgea linear array.

based on (2.3), (2.6) and (2.7).

By denoting withd(-) the Kronecker delta function, the CIR between each anteaira p
(u, s) at timet is obtained as the superposition of Allpaths according to

N
Gus(Tt) =D Gusn(£)3(T = 7). (2.9)

2.3.3 Statistical Characterization

As introduced in Section 2.3.2, path powers, path delaysaagle properties at both sides
of the link are all considered to be random variables. Thisiridutions could be different
in different environments. For example, due to the highebability of a larger distance
between the transmitter and the receiver, the maximum delay outdoor environment
is greater than the one in an indoor environment. In thisi@@cteveral power spectra
and statistical parameters that are useful in qualifyiregisiical channel properties are
discussed.

Delay Power Spectrum and Coherence Bandwidth

Since delay power spectrum and coherence bandwidth aresdisd in the context of a
scalar channel, i.e. a channel between one transmittenraai@nd one receiver antenna,
for the sake of simplicity, the antenna element indic@sds are omitted in the following.
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The auto-correlation function of the time-variant R, t) in (2.9) is defined as

1
Ry(m1, 75 t1,15) = §E[g(ﬁ,t1)g(72,t2)*] (2.10)

[Pro01]. Under the assumption of a wide-sense-stationaghastic process, the auto-
correlation functionR,(m, 72; t1, t2) in (2.10) does not depend on the absolute tinbet
depends on the time differende = t, — ¢4, i.e.

Rg(Tl,TQ;tl,tg) = Rg(Tl,TQ;At). (211)

[Pro01]. By further assuming uncorrelated scattering,ciwhndicates that the attenuation
and phase shift of the path associated with delagnd with delayr, are uncorrelated
unlessr, is equal tor, [Pro01], the autocorrelation functid®, (m, m»; At) in (2.11) can be
simplified to

Ry(11,19; At) = Ry(11; At)d (11 — 12) = Ry(T, At) (2.12)

[Pro01].

By letting At = 0, the autocorrelation function in (2.12), denoted witl(7), represents
the average power of the channel output as a function of the tlelayr, and is also
known as channel multi-path power delay profile or delay pospectrum. It has been
proven in [Hoe92] that the delay power spectrum is propoéido the probability density
function (PDF) of the multi-path delay. The delay spread (D), is defined as the root
mean square (RMS) of the multi-path delajRap02]. A commonly used model assumes
that the multi-path delay follows negative exponential distribution, called Expotal
Power Delay Profile [Pro01]. The exponential power delayil@avith a delay spread of
o, IS given by

Ry(7) = — exp (—l) . T>0. (2.13)

JT T
The channel frequency resporfsg, t), also called channel transfer function (CTF), is
the Fourier transform of the CIR 7, ) with respect to the delay [Pro01]. Because of the
linearity of the Fourier transform, the CTK f, ) has the same statistical characteristics as
the CIRg(r,t) [OWN96]. Therefore, similar to the autocorrelation fulcti?, (7, At) of
the CIR in (2.12), the autocorrelation function of the CA(, ¢) does not depend on the

absolute frequency and time but depends only on the frequdifferenceAf = f, — f;
and the time differenc&t = ¢, — ¢4, i.e.

Ru(fu, fasti, ta) = %E[h(fl,tl)h*(fz,h)] = R,(Af; At) (2.14)

[Pro01]. It can be shown that the autocorrelation functinA f; At) in (2.14) is directly
related to the autocorrelation functidty (7; A;) of the CIR by Fourier transfori# |-, i.e.

Ry (Af; At) = F[Ry(1; At)] (2.15)
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2.3 Radio Channel

[Pro01].

By letting At = 0, the autocorrelation function in (2.14), denoted With( A f), provides
a measure of the amplitude correlation as a function of thguiency differencé f. The
coherence bandwidtB., of the channel can then be defined as the frequency difference
at which the absolute value of the correlation functi®f(Af) is reduced to half of its
maximum, i.e.

| Rp(Beon, 0)] = 0.5| R4 (0, 0)] (2.16)

[Rap02]. WithR,, (A f) being the Fourier transform @, (7) as seen in (2.15), the coher-
ence bandwidth is proportional the reciprocal of the defagad and can be approximated

by
1

)
50,

Bcoh = (217)
as suggested in [Rap02], from which it is inferred that ladlgkay spread results in small
coherence bandwidth.

Doppler Power Spectrum and Coherence Time

Since doppler power spectrum and coherence time are alsosded in the context of a
scalar channel, for the sake of simplicity, the antenna efgrnmdicesu and s are again
omitted in the following.

The autocorrelation functioR;, (A f, At) in (2.14) represents the correlation of the CTF
h(f,t) in both frequency and time directions. By lettidgf = 0, the autocorrelation
function in (2.14), denoted witlk, (At), provides a measure of the amplitude correlation
of the CTFA(f,t) as a function of the time differenc®t. The coherence timé,,,, of the
channel can then be defined as the time duration at which s@ub value of the time
correlationR,(At) is reduced to half of its maximum, i.e.

| R (0, Teon)| = 0.5 Ry (0,0)]. (2.18)

In order to relate the Doppler effect to the time variatiohthe channel, the Fourier trans-
form of Ry, (At) with respect ta\¢ is defined to be the functiofi( fp). That is,

S(fp) = / +Oo R, (At)e 2T DA gAL, (2.19)

[e.e]

In [Hoe92] it has been proven théf f1) is proportional to the PDF of the Doppler shifs.
Therefore,S(fp) in (2.19) is known as the Doppler power spectrum [Pro01]. fEmge of
values offp over whichS( fp) is essentially nonzero is called Doppler spread [Rap02¢. Th
Doppler power spectruri( fp) strongly depends on the type of antenna used. Under the
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assumption of vertical monopole antennas and isotropitessathe PDF of the Doppler
shift follows the Jakes-spectrum

1 1

WfD,max / ( /b >2
1_
fD,max

[Rap02]. The maximum Doppler frequengy ... is determined by the velocity, carrier
frequencyf. and speed of light, as seen in (2.4). The coherence time can be approximated
by the reciprocal of the maximum Doppler frequeneymax

SfD(fD) = 7|fD| S fD,max (220)

1 c

fD,max B Ufc

[Rap02]. From (2.4) and (2.21), it can be inferred that higlowity v leads to short coher-
ence timel,;,,, and hence fast time variation of the channel.

Tcoh =

(2.21)

Power Angular Spectrum and Spatial Correlation

The spatial correlation between antenna elements is anrienggparameter, since it is
closely related to the channel capacity [GJJV03]. As thenaihtion and phase shift of
different paths are uncorrelated under the assumptionadroelated scattering, the spatial
correlationR, (i, i2) between two antenna elememtsandi, depends only on the corre-
sponding antenna distangel = d;, — d;,, i.e.

R, (i1, is) = Ry(Ad). (2.22)

Given the PDF of the path anglg§)), also known as power azimuth spectrum (PAS), the
spatial correlation between two antenna elements spacketheters apart can be deter-

mined as follows: .
R,(Ad) = / p(0) exp (ﬂ”lfn(e)m) df. (2.23)

[GSsS03]. Similarly as for the delay spread, the angle spread #3S$ defined as the
RMS of the AoD/A0A of each of the multi-path components [H&l9n a rich-scattering

environmentp(#) can be modeled as Gaussian distributed with mean veduel variance

oy, resulting from the Central Limit Theorem [Pap65]. Hende torresponding spatial
correlation is equal to

_1

Ry(Ad) = Ry(A, 0, 09) ~ e 7275 c050) . =3 (2n 5 sin(@)o0)? (2.24)

[Asz95]. From (2.24), it can be inferred that large antenpacsg and/or large angle
spread lead to low spatial correlation and vice versa.
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In the considered urban macro scenario, the BS is locatddin@Ve the rooftop, and so
the AS at the BS is relatively small, which causes the chamsglonse of the antenna array
at the BS to be highly correlated with each other. Accordm@$TO05c], typical values
for the AS at the BS and at the UT adgand53°, respectively, and a typical value for the
delay spread is about 310 ns.

2.4 Orthogonal Frequency Division Multiplexing

In this section, the benefits of the OFDM transmission tegpimis reviewed and the mod-
eling of the OFDM transmission system is presented.

With increasing data rate, the symbol duration becomegestamd shorter. If the symbol
duration becomes smaller than the delay spread of the patii-channel, or equivalently
the channel exhibits selectivity in frequency domain, thlg system will heavily suffer
from inter-symbol interference (ISI) [Pro01]. An approaochprevent ISI is parallel data
transmission, known as multi-carrier (MC) modulation EggIWE71]. It converts a high-
rate data stream at symbol rdtgl" into N parallel low-rate sub-streams transmitted/én
sub-carriers. The resulting MC symbol duration, definechassymbol duration of each
sub-carrier,l;, = NT, linearly increases with the number of sub-carriers. Tiheaased
symbol duration reduces the impact of multi-path time disjoa.

In the family of MC modulation systems, the parallel dat&aitns are filtered by in-
terpolating filters in general with proper spectral chagastics prior to sub-carrier mod-
ulation [BC02]. When all the filters are frequency-shifteztsions of one prototype filter
and the sub-carriers are equally spaced, the MC modulatiobe efficiently implemented
through a bank of polyphase filters and discrete Fourierstoam (DFT) [Vai92]. Due
to the finite steepness of the filter roll-offs, the spacinghaf sub-carriers is commonly
greater than the Nyquist bandwidtiiT; so as to eliminate inter-carrier interference (ICl).
This leads to inefficient use of the available frequency band

Orthogonal frequency division multiplexing (OFDM) is a lam@mplexity technique to
bandwidth efficiently modulate parallel data streams totiplel carriers. In OFDM, the
prototype filter is of a rectangle shape in the time domairenfth7, and the polyphase
filtering disappears in the digital implementation [CEQO02]

The block diagram of the OFDM transmission system is ilate in Figure 2.4. A
high-rate data stream at symbol rae" is firstly converted intaV parallel data stream at
symbol ratel /T, by a serial-to-parallel (S2P) converter, and then the datebsls of the
N parallel data streams, designated by

X =[z1,...,on]" (2.25)

are modulated by av-point inverse discrete Fourier transform (IDFT). The databols
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after IDFT is given by .
s=[51,...,sn]" = F'[x], (2.26)

with ]:“*1[-] representing the IDFT operation. The data symbalkthe N parallel streams
at symbol ratel /T, are then converted into one data stream at symbol rgfeby a
parallel-to-serial (P2S) convertex in (2.25) ands in (2.26) are usually referred to as
the frequency-domain and time-domain transmit signakpeetively. In practice, IDFT
can be implemented very efficiently by inverse Fast Fourran$form (IFFT) [Bla85]. As
the consequence of IDFT, the sinc spectra of the individuldcarriers strongly overlap.
However, by letting the sub-carrier spacing be exactly etjua/ 7, at the maximum of
each sub-carrier spectrum, all other sub-carrier speotraexo. It can then be concluded
that the sub-carriers in OFDM are orthogonal to each othér avsub-carrier spacing equal
to the Nyquist bandwidtt /7, [NPOO].

OFDM
Transmit Data > e Ad?
. Cyclic
Symbols . sop | o | IFFT | e Prefix | DIA
* IR (CP) v
Xy SN Multipath channel
Inverse OFDM AWGN 415
Receive Data ‘yl r1
Symbols * ° Remove
—»<P2S | FFT | CP AID
- L] L]
Yn 'n

Figure 2.4: Block diagram of OFDM transmission system.

By sampling the channel output at rétgl” at the receiver, each OFDM symbol with
durationT, corresponds t&v samples. Letting,,., represent the maximum delay spread
of the channel, the channel time dispersion is expectedan apmost

_
L.=1 {ma"J 2.27
b T (2:27)

samples out of théV. For a fixed value of_., increasing the numbe¥ of sub-carriers
reduces the amount of ISI. To completely avoid ISI, a guateriral, which is actually a
cyclic prefix (CP), is added to each OFDM symbol [NP0O]. Thegté 7, of the guard
interval is chosen to be no less than the channel time digpeie.

T, > L.T. (2.28)
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Since only the first.. samples of the received signal contain ISI, ISI is compyeddimi-
nated by removing the guard interval at the receiver.

It is well known that insertion of the CP, transmission over thannel and removal of
the CP at the receiver turns the effect of the channel fromeali convolution of the signal
and the CIR to a circular one [WGO00]. By letting= [g1,...,g..]* denote the discrete
CIR sampled at raté/T", the receive signat = [ry,...,ry]T after removing the CP is
given by

r=s®g+z, (2.29)

wherez represents the additive white Gaussian noise (AWGN yau@signates the circu-
lar convolution.

As depicted in Figure 2.4, after removing the guard intertrad receive signal is de-
modulated with DFT. Thus, the demodulated signat [y1, ..., yn]" is given by

y = Flr], (2.30)

with f[-] representing the DFT operation. Let the DFT of the discréRe &; also referred
to as the discrete CTF, be given as

h=[hy,..., " = Flg], (2.31)
and the DFT of AWGNz as
z=[z,...,2n|" = Fz). (2.32)

Recall that, when the Fourier transform is performed withTDBFT, the time-domain
circular convolution is equivalent to a frequency domaintiplication [OWN96]. Taking
DFT on both sides of (2.29) and substituting (2.30), (2.2681) and (2.32) results in

y=Flsog+i=F [f_l[x]] © Flg] + Fla) = x© h + 2, (2.33)

where® designates the element-wise multiplication. The transimimsof the OFDM sys-
tem can thus be expressed separately for each sub-carrier as

whereh,,, r,, y, andz,, being then-th element oh, x, y andz, represent the frequency-
domain channel response, transmit signal, receive sigiah@ise on sub-carrier, respec-
tively. According to (2.34), the signals received on sulriess can be separately equalized
by a one-tap filter, which contributes significantly to thduetion of receiver complexity.

The choice of the number of sub-carriers is constrained byfahowing two aspects.
On the one hand, for a fixed guard interval, larger number bfcauriers increases the
spectrum efficiency by increasing the useful symbol durat®n the other hand, in order
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to let the channel keep constant at least during one OFDM elnttie OFDM symbol
duration should be much less than the channel coherencedmdeso the number of sub-
carriers could not be arbitrarily large.

The basic OFDM parameters used in this work are outlined bieTa.2 [ISTO6]. By
choosing a sub-carrier spacidyf = 39062.5Hz, each of theB = 40 MHz bandwidth
for downlink and uplink is divided intaV = 1024 sub-channels. The resulting OFDM
symbol duratiorf is 25.6us. By adding a guard interval of 3.3, the total OFDM symbol
becomed, = 28.8 us.

Table 2.2: OFDM parameters.

BandwidthB 40 MHz
Sub-carrier spacing/ T 39062.5 Hz
Number of sub-carrierd/ 1024

Used sub-carrier [—512,512] \ {0}
Useful OFDM symbol duratioff’, 25.6us

Guard Intervall, 3.2us
Total OFDM symbol duratiod, | 28.8us (= 25.6us + 3.2us)

2.5 DL Transmission in a Multi-user MIMO System

2.5.1 Introduction

As shown in Section 2.4, in an OFDMA system signals trangaitin sub-carriers can be
regarded as independent and experiencing flat fading. Teisransmission on each sub-
carrier in a multi-user MIMO OFDMA systems can be considesedarately and viewed
as a transmission in a multi-user MIMO system over a flat fgdimannel. In this section,
the DL transmission in a multi-user MIMO system over a flairigdchannel is discussed.

Multiple antennas installed at the transmitter and recedam improve the transmis-
sion reliability and/or the system throughput by utilizithge spatial dimension [GS$83,
Fos96]. Firstly, multiple antennas can be used to combatredading by employing
diversity technigues at transmitter and/or receiver [G®88$% Secondly, when when both
transmitter and receiver are equipped with multiple ardsnia number of parallel chan-
nels can be established, over which different sub-stredmseooriginal data stream can be
simultaneously transmitted, known as spatial multiplgxgain [Fos96], which increases
the spectral efficiency and thus the system throughput. $tpvaven in [Tel99] that, for
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point-to-point Rayleigh fading channels, MIMO channel @eipy scales linearly with the
minimum number of transmit and receive antennas in highasignnoise-ratio (SNR)
regime. If the multiplexed data streams are intended fdedint users, SDMA is config-
ured [FN94]. In this case, effective communication requsappression of the multi-user
interference as well as multi-stream interference.

In the following, the downlink transmission in a multi-u$¢MMO system is discussed in
detail. From the information theory point of view, the dowkl multi-user MIMO system
is named the MIMO broadcast channel (BC). It was proven in 8§ that the MIMO BC
capacity region is achieved with dirty paper coding (DPQ)ick is a multi-user encoding
strategy based on interference pre-substraction [Cod88ther, the duality relationship
between the MIMO BC capacity region and the MIMO Multiple &ss Channel capacity
region, e.g. uplink, has been derived in [CS03a, VJGO3].

Although DPC is the optimal strategy, it is difficult to imphent in a practical system
due to its high computational effort [CS03b]. An alternatiinear precoding approach,
beamforming (BF), is generally sub-optimal [JG04] but wigduced complexity relative
to DPC. In case of BF, each sub-stream is coded independardiynultiplied by a beam-
forming weighting vector for transmission through muléigintennas [Hay96]. Despite its
reduced complexity, BF has been shown to achieve a fairgelénaction of DPC capac-
ity [CS03b] and to approach that of DPC as the number of usaes ¢p infinity thanks
to multi-user diversity [SHO7]. In this work, the procesgion each sub-stream at both
transmitter and receiver is restricted to be linear.

The modeling of the linear transceiver for the multi-user ttdnsmission is introduced
in Section 2.5.2, and then the choice of transmit and reqaigeessing are discussed in
Section 2.5.3 and Section 2.5.4, respectively. Througtiosisection, full CSl is assumed
to be available at both transmitter and receiver.

2.5.2 Modeling of Linear Transceiver

In this section, the modeling of the linear transceiver in &K system is presented.

Consider a multi-user downlink system wiith users and a single AP, either BS or RN.
The AP is equipped withd/, transmit antennas, and users equipped with\/,, receive
antennas. The total number of antennas at the receiversridth= )", A, . Further, by
letting L, denote the number of data symbols for usdhe total number of simultaneously
transmitted data symbols is equalto= ), L. It is assumed that < M, andL; <
M, k=1 K.

As depicted in Figure 2.5, the transmit signal intended feré&, denoted by vector
d, of dimensionLy, is multiplied by anM; x L, transmit filterW,, also called transmit
beamforming matrix. After propagation over the channel tedperturbation by AWGN,
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the receive signal of usér, denoted with vectoy;, of dimension)Z,., , is given by

K
yi = HiWid, + H, > Wid; + 2, (2.35)
=1
£k
whereH,, denotes thel/,, x M, channel matrix from the AP to usérandz; represents
the M, -dimensional noise vector of uskr As the noisez;, is assumed to be AWGN, its
variance is given byt [z,zl] = o21. The first term on the right-hand-side of (2.35) is the

desired signal for uset, while the second term is the interference seen by ki$em the
other users’ signals.

Transmit Filters Receive Filters
d— W H, > + N, = _'al
: . . Z : .
d— W, Hk ] Y > FkH _’ak
: : : Zk+ : :
d— W Hy - Yo F:: _’aK

Z 4

Figure 2.5: Block diagram of downlink transmission in a muker MIMO system with
linear transceiver.

At the receiver of usek, the estimatel,, of the transmit signal,, is obtained by applying
a filter represented by aW,, x L, matrixF;, also called receive beamforming matrix, to
the receive signal, yielding
d, = Flly,. (2.36)

2.5.3 Optimization of Linear Transmit Filter

In this section, the optimization of the linear transmitfilf W, }X_ in a MIMO system is
addressed based on the model described in Section 2.5.2.

The transmit beamforming matrigV, }=_, is determined on the basis of the available
CSI according to a certain criterion for performance opetion, e.g. the sum capacity
maximization [CS03b]. However, finding the optimal transbh@amforming matrix is still
a difficult non-convex optimization problem [SB04b]. Heres@boptimal beamforming
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strategy, ZFBF is considered. According to ZFBF, the trah&mamforming matrix is
chosen in such a way that the interference among transnatsjambols is completely
eliminated at the transmitter side by inverting the chafidal/96].

Assume that’;, data symbols are expected to be received at the selégtedt of M,
receive antennas of usér Moreover, denote witH*, y.* andz.* the corresponding
M, x L, channel matrix, thd.,-dimensional receive signal and the-dimensional noise
vector at the;, selected antennas, respectively. By collecting the tritrssgmals{d, } X_,,
the beamforming matrice§W,.} %, the channel matrice§H,*} |, the noise vectors
{z;*}K | and the receive signals/,* 1, of all users ind, W, H, z andy, respectively,
as follows

W = [Wy,..., Wg] € CMixL
d = [(d)7%....dx)"]" ech
T
H = [HM,..., (Hf(K)TT} € CMrxL (2.37)
z = [("),.. (2] ech
T
y = [y )] ech
the downlink transmission system described by (2.35) caejpeesented as
y = HWd + z. (2.38)
The Moore-Penrose pseudo-inverse of the channel matrix
W = H" (HH") (2.39)

[Hay96], is one choice of the transmit beamforming ma¥¥kfor ZFBF. w;, as thel-th
column in matrixW in (2.39), is the transmit beamforming vector for ki data symbol.
By further letting the beamforming vectowg be normalized by their norms, i.e.

W =[wy,...,wy] with w;, = Vi=1,...,L, (2.40)
the [-th data symbol can be regarded as transmitted on the chaithehe effective gain

Gy
G;=1/[(HHY ), (2.41)

without interference [DS05].

ZFBF, also called channel inversion, is in general powelffizient, as explained in the
following. When the spatial correlation is high among uséhe channel matri is
ill-conditioned. The inversion of an ill-conditioned chaal matrix significantly reduces
the effective channel gain in (2.41). The drawbacks of ckamversion are ultimately
caused by the stringent requirement of nulling the interiee. Accepting a limited amount
of interference at the receiver would enable the enhanceafahe signal power and in
turn improve the overall SINR. The "regularized” channeldrsion proposed in [PHSO05]
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relaxes the interference-nulling requirement and impsa¥® channel gain by adding a
multiple of the identity matrix before inverting, i.e.

W = gH" (HH" + oI) ", (2.42)

where is a real-valued scalar to fulfill a certain total transmityeo constraint and an
appropriate selection of the scatacan maximize the SINR at the receiver [PHSO05].

In future systems, it is expected that users may have diftdvandwidth and/or SINR
requirements. One way to meet these requirements is totabdgiamount of power allo-
cated to each user. ZFBF is advantageous over regularizethehinversion when power
adaptation is carried out. Indeed, in case of ZFBF powecation is quite straightforward,
because the effective channels seen by different usemsaependent, while in case of reg-
ularized channel inversion, changing the power of one ugdéckange its interference to
all other users. In the latter case, a solution enablingdimt pptimization of the transmit
beamforming matrix and the power allocation would be désrfB0O99, SB04a, RFLT98],
but this would be rather challenging.

When there is a sufficient number of users in the system, thveipoefficiency problem
for ZFBF caused by an ill-conditioned channel matrix duehi® high spatial correlation
among users can be avoided by only letting users with lowiapadrrelation transmit
together. The spatial correlation of ugend user can be for instance defined as the inner
product of the dominant eigenvectors of the channel cdroglanatrix, |v§1vj71| [GV96].

It has been shown that in downlink MISO (multiple input simgutput) systems where UTs
are equipped with a single antenna, ZFBF can achieve the asymeptotic sum capacity
as that of DPC if the spatial correlation among users is seiffity low [DS05, JG04].

In downlink MIMO systems, where more than one antenna isilest at user terminals,
another issue arising with ZFBF is the following. Signalseaiged at the closely spaced
antennas of the UT are usually of high spatial correlatiamusl ZFBF suffers from a per-
formance loss when trying to completely eliminate the ii@i&nce among receive antennas
belonging to the same user by a ZFBF transmit beamformingixrettthe transmitter. A
scheme named block diagonalization is proposed to overtoisiproblem. Its key idea is
to eliminate the multi-user interference [CM04, SSHO4, the interference between any
pair of receive antennas of different users, by choosing

W H, =0,Vj=1,....K,j+k (2.43)

such that for each user, a data symbol is only interfered®wpther data symbols dedicated
to the same user. The inter-symbol interference can theahaidd in an easier way com-
pared to multi-user interference, e.g. by means of joirgct&in or successive interference
calculation [Hay96].

Alternatively to block diagonalization, another solutimncombat the high spatial cor-
relation between the signals at the antennas of the samesuseconvert the single user
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2.5 DL Transmission in a Multi-user MIMO System

correlated MIMO channel into orthogonal MISO sub-channeés to firstly remove the
interference between antennas of the same uset/As M, , the rank of thel/,, x M,
channel matrix,, of userk is at most)/,, . Let the singular value decomposition (SVD)
[GV96] of H,, be

H, = U,X,V}, (2.44)
whereUy,, is the matrix containing thé/,, left singular vectors of dimensioi/,,, U;, =
[ug1, ..., uhMrk], V. is the matrix containing thé/,. right singular vectors of dimension
M, Vi = [Vi, ... ’Vkerk]’ andX; is the diagonal matrix containing th¥,, singular

value{ak,i}f\f‘f . By multiplying the receive signal,, by U} for all K users, the considered

MIMO BC system can be viewed as an MISO BC system v@ﬁzl M, single antenna
users. The channel vector for th¢h equivalent MISO channel of uséri = 1,...,M,,,
is given by

h'°0 = oy v, (2.45)

whereo;,;, and vy, are thei-th singular value and théth right singular vector of the
channel matrid,, respectively. Due to the orthogonality among the righgslar vectors,
there is no interference among the receive antennas of the gser.

In this work, ZFBF based on the equivalent orthogonal MIS@-ciannels is assumed
in the downlink transmission of the considered multi-uséM® system.

2.5.4 Optimization of Linear Receive Filter

In this section, the optimization of the linear receive filf& } X, in a MIMO system is
addressed based on the model described in Section 2.5.2.

The purpose of the receive filtef&}.}5_, in (2.36) is to compensate for channel distor-
tion, e.g. to enhance the power of the desired signal analfeduce the interference, so as
to achieve high data rate.

It has been shown in [JK@2] that three kinds of linear filters, matched filter, zero-
forcing filter and MMSE (minimum mean square error) filtem dee identified according
to different optimization criteria. The matched filter mawkzes the power of the desired
signal but takes no care of the interference. The zero+igrfiiter completely eliminates
the interference but suffers from noise enhancement. Th&E R ter minimizes the mean
square error between the transmit signal and its estimatefZj||d,, — d||?], and finds a
trade-off between the signal enhancement of the matched &iftd the interference sup-
pression of the zero-forcing filter. The MMSE filter of udeis expressed as

Fj, = (H{WW"H] + 5°1) " H,W,. (2.46)

As seen from (2.46), the MMSE filtdt,, converges to the matched filter in low SNR regime
and converges to zero-forcing filter in high SNR regime [JK@]. As the MMSE filter
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outperforms the zero-forcing filter and the matched filtethie SNR regime of interest, it
is used in this work.

2.6 Frame Structure

In this section, the frame structure is presented. The frstmeture is important for the
analysis of adaptive resource allocation, especially whesstigating the signaling over-
head, because the frame duration defines how fast the resallmcation can be adapted
to the time-varying channel.

As introduced at the beginning of this chapter, the invesittons presented in this work
are carried out within the framework of the WINNER projeatdaso the frame structure
proposed in the WINNER project is assumed and presentee ifobllowing.

The OFDM symbols are organized into frames of fixed lengti (). Moreover,
each frame is divided into two time slots of the same duratioriFDD mode, half-duplex
UTs can be assigned to one of two groups which transmit arelve@lternatively: if
group 1 receives in DL in the first slot of the frame and tratsnm uplink (UL) in the
second slot, group 2 transmits in UL in the first slot and nezxiin DL in the second
one. Without loss of generality each frame can be assumezhtpgse a DL slot followed
by an UL slot.! In order to enable fast adaptive resource allocation as ageh short
channel feedback loop for the purpose of CSI acquisitionigi lmobility scenarios, a
short frame is chosen to consist of 24 OFDM symbols, reguitira duration of 0.6912 ms.
Further, a super-frame is designed to comprise a preamlevér by 8 frames [IST05a],
as shown in Figure 2.6. The super-frame is synchronized grah8Ss and RNs. Given
such a short frame duration, operations such as synchtmrizand random access are
not necessary to be performed once every frame and ther@ferearried out once every
super-frame in the preamble of the super-frame. Accorgjrithe preamble is designed
to consist of two synchronization slots, one time slot reséifor the UL contention-based
random access channel (RAC), a set of OFDM symbols that tdaedpL broadcast control
channel (BCH) messages and a guard interval between UL RAMA&arsynchronization
slot. Given the parameters for the preamble described iteTaB, a super-frame has a
duration of 5.8896 ms. Note that the detailed design of tleamble will not be further
considered in this work. A summary of the aforementionedpaters of chunk, frame
and super-frame can be found in Table 2.3.

As well-known, adjacent sub-carriers and OFDM symbols waeimilar channel fad-
ing. Hence, instead of individual sub-carriers and OFDM sgls, a block of adjacent sub-
carriers and OFDM symbols are chosen as the basic timedraguesource unit, named

'In TDD mode, a frame is assumed to comprise a DL slot followedm UL slot. Therefore, each frame
can be assumed to comprise a DL slot followed by an UL slognaigss of the duplex mode.
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Figure 2.6: Structure of frame and super-frame [ISTO5a].

Table 2.3: Parameters of Chunk, Frame and Super-frame.

DL/UL Frame dimension 1024 sub-carriers 12 OFDM symbols
Frame duration 0.6912ms
Super-frame duration 5.8896 ms
Preamble duration 0.360 ms
UL Synch. 2 OFDM symbols
RAC (UL) 3 OFDM symbols
Guard time 14.4us
DL Synch. 3 OFDM symbols
BCH (DL) 4 OFDM symbols
Chunk dimension 8 sub-carriers<c 12 OFDM symbols
No. of chunks per DL/UL frame 128 x 2
No. of data symbol per chunk 75
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chunk. The chunk-wise resource allocation reduces not thi@ysignaling for the deliv-
ery of the resource allocation results, but also the contjputal complexity of adaptive
resource allocation optimization. Each chunk containa dgmbols and pilot symbols. It
may also contain control symbols that are placed within thenk. It is assumed hereafter
that each chunk is defined as a block of 8 sub-carriers by 12ND&fInbols and contains
75 data symbols.

As shown in Section 2.5, each time-frequency resource anito@ shared by indepen-
dent multiple data symbols transmitted over orthogonaleanisorthogonal beamforming
vectors, and the multiple data streams can be dedicatedhier single user or multiple
users. A chunk layer, defined as a spatial layer of a chunéteistified by a transmit beam-
forming vector and carries a single data stream, as depicteégjure 2.7. The number of
offered information bits per chunk layer depends on thezetl modulation and coding
scheme.

. SO e
> AN | Layer2
§ S Layer ¢
g u
time o Ny
spatial

Figure 2.7: Illustration of chunk layers.

2.7 Link Adaptation

In this section, the link adaptation is introduced and theestes used in this work are
described. The availability of information about the catrehannel condition at the trans-
mitter allows to choose transmission parameters flexibtir waspect to the observed link
status rather than assuming the average or the worst-cagitions. Compared to a system
with fixed transmission parameters, the system performanterms of data rate, power
consumption and reliability can thus be improved. Techeggior performing such kind

of adaptation are commonly termed link adaptation. The rmpbrtant aspects of link

adaptation are:

» Dynamic Fragmentation: The length of data packets can be varied to account for

the tradeoff between packet error probability, increasiity the packet length, and
protocol overhead, decreasing with the packet length.
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« Adaptive Modulation and Coding (AMC): From a set of allowed combinations of
modulation format and code rate, i.e. a set of MCS, the matsttda one is selected
with respect to the channel condition, e.g. the receive SJ8&/72, Vuc91]. The
selection directly determines the bandwidth efficiencylef transmission. In the
context of multi-carrier systems, the MCS used for eachcarbier may differ from
each other due to frequency-selective fading [FH96].

» Bitand Power Loading: According to the water-filling principle, the maximum sum
data rate over a number of parallel channels under a cedihgower constraint is
achieved by allocating the strongest channel with the lgbewer [Gal68]. Bit and
power loading, known as water-filling using discrete MCSnsists in adaptively
distributing the total available power over multiple chalsnand/or multiple users in
order to achieve the highest power efficiency [TCS04, WCLM99

As proposed in the WINNER project, the code word length isdfik&T05a], and so
dynamic fragmentation will not be further discussed. Uploa arrival of a certain data
packet at medium access control (MAC) layer, a data paclseigmented into segments of
a fixed size. Each segment is encoded by means of a forwamdcermrection (FEC) code,
yielding an FEC block. In each frame, an integer number of Bk are transmitted.
All FEC blocks of the same user to be transmitted in the fraraerderleaved before being
mapped onto the assigned chunks/chunk layers, as depickeglure 2.8. Both MCSs and

Packet ‘

Segmentation

Segement ‘ e oo ’ Segement ‘
Forward Error |
Coding
Payload I Parity bits
Interleaving : :
Interleaved coded bits
Chunk-wise I :\\ /'} :\\ \\\\\\\\\\\
Modulation & Mapping | ! / ! ~ S
Q16QAM‘ ’ 64QAM ‘ 16QAM ‘ ’ QPSK ‘ ’ QPSK ‘

Figure 2.8: Adaptive modulation and coding scheme with fo®de word length [ISTO5a].

power of the individual chunks can be adapted with respatigcurrent channel condition
if channel knowledge is available at the transmitter.

Consider a system with™ users andV.. chunks, and further assume the channel fading
on each chunk to be flat. L&t , represent the channel gain of ugeon resource,
I, and Ny ,, represent the multi-user interference and the AWGN expeee by usek
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on chunkn, respectively. By denoting with, ,, the target data rate in unit of bits/symbol
allocated to usek on chunkn and with f(c) the required SINR for reliable reception of
cbits/symbol, the required transmit pow@y,, become

Ik,n + Nk,n
Gk,n ’
Based on (2.47), bit and power loading aims at the mininozatif the required transmit

power P ,, for a target data rate, ,,, while adaptive modulation and coding targets at the
maximization of the achievable data ratg, given a certain power allocatiaf; ,,.

Pk,n = f(?"km) . (247)

In case of ZFBF, there exists no multi-user interferenee, fi, , = 0, and the channel
gainGy,,, is computed according to (2.41), which depends not only erchtannel response
of userk but also on the channel response of other users served ok ehiBy denoting
with o2 the power of the Gaussian noid ,,, the one-to-one mapping in (2.47) between
the required transmit power and the target data rate ofiusarchunkn is expressed as

0,2

Pen=1rin) - o (2.48)

As the data rate is determined by the applied MCS, given thie fget of supported
MCSs, the number of supported data rates is also finite. Let

Lr={%1-- %ot (2.49)

denote the set of possible data rates with cardinglignd further assume its elements are
arranged in ascending order, i:g,, > V41

The functionf (c) reflecting the relationship between required SINR and tatge rate
is specific for each coding scheme and the required reliabilithe data transmission, e.g.
the targeting BER. For instance, in case of uncoded QAM,

fle) =C(2°=1)/3, (2.50)
with ¢ depending on the target BER, e(@= 12.1157 for a target BER of0—3 [Pro01].

A rate-compatible punctured block low-density parity dneode (BLDPCC) of mother
code rate 1/2 is used in this work. With the four modulationesnes, BPSK, QPSK, 16-
QAM and 64-QAM, ten MCSs are supported in the considerecesysas summarized in
Table 2.4 [IST06]. The code rates 2/3 and 3/4 are obtainedibgtpring the mother code.

In order to have an even higher granularity for AMC, i.e. @éarset of supported data
ratel’, in (2.49), a larger code rate set

24 24 24 24 24 24 24 24
R = O AN AN 2 20 9n’ 0o op (251)
48744 407 36" 32" 30" 28" 26
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Table 2.4: Supported Modulation and Coding Schemes.

MCS 1] 2|3]4]5]6|]7]8]9]10
Modulation format] BPSK QPSK 16-QAM | 64-QAM
Coderate | 1/2[2/3|1/2[2/3|3/4]1/2]2/3] 3/4] 2/13] 3/4

—— AMC-Baseline
- = = AMC-Fine v 1
5t = = = Shannon Capacity ’ 1

Rate [bits/symbol]
w

-5 0 5 10 15 20 25
SINR [dB]

Figure 2.9: SINR thresholds for different modulation fotsnand coding rates, BLDPCC,
code word length = 360 information bits, target CWER = 0.1CBB].

obtained from puncturing can be used instead [SBCO07]. Tindisish the two approaches,
the previous is referred to as AMC-Baseline and the lattealled AMC-Fine hereafter.

For a code word with fixed information length of 360 bits, thi8 thresholds for
switching between different MCSs for a target code wordrerate (CWER) of 0.1 is
depicted in Figure 2.9 [SBCO7].

2.8 Further Assumptions

For performance evaluation, the following assumptionscaresidered throughout the dis-
cussion in this work.

« Single cell environment
Only a single cell is evaluated without considering intel-mterference. When fixed
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40

relay nodes are introduced within the cell, the BS and theipielRNs will interfere
each other. This kind of interference, referred to as iatdr-cell interference, are
fully modeled in the investigation on resource allocatiomag BS and RNs in the
same REC in Chapter 5.

Equal power distribution over the whole bandwidth

The total transmit power is usually limited by the capabpilif the hardware, as
stated in Table 2.1. It is further assumed that the totaktranpower is equally dis-

tributed over the available bandwidth, which simplifies tegource allocation prob-
lem. Moreover, the constant power allocation on all sulsiees allows to predict

the inter-cell interference, which is desired for intel-@aterference management.
Nevertheless, the power allocation among the chunk lagessli enabled.

Infinitely backlogged user queues
The user queues are assumed to be infinitely backloggednigdasas that, when one
user is scheduled for transmission, it always has some datefs to transmit.

Mutual Information based Link to System Level Interface

The simulation results presented in this work are obtaihesligh system level sim-
ulations. The performance is evaluated in terms of datautjivput, defined as the
number of information bits correctly received at the reegive.

p = pi - (1 — CWER), (2.52)

where p,, denotes the number of information bits transmitted. The RN&de-
rived according to the link quality using a mutual infornoetibased performance
model [BKAO5]. A brief description of the approach is progdlas follows.

1. Calculate the receive SINR values for all resource eléesnesed by the FEC
code word of interest. The receive SINR depends on powecatln, trans-
mit and receive processing as well as instantaneous chandehterference
characteristics.

2. Compute average mutual information per bit (MIB) accogdio

- Zqul IMq <SH\;%R(J>
MIB = )
Zq:l mq

, (2.53)

where
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SINR, isthe SINR on resource element

M, is the identifier of the modulation format applied
on resource element
My is the number of bits represented by the symbol

transmitted on resource element

Ing, is the mutual information associated with
the modulation format)/, as a function of
SNR/SINR [CTB96],

16 is the optimization parameter to be derived from
link level simulations, which is chosen to be 1 in
this work [BKAO5].

3. Map the average MIB in (2.53) to a CWER. The mapping betwdt and
CWER is generally specific to code rate, code type and code \eorgth
[BKAO5] and is derived from link level simulations.
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3 Adaptive Resource Allocation in a
Single Cell

3.1 Introduction

As stated in Section 2.4, OFDM is a low complexity technigodandwidth efficiently
modulate parallel data streams to multiple carriers. Itossidered as the leading tech-
nique for the next generation wireless communication syst&STT 02]. An OFDM sys-
tem can support the simultaneous transmission to multgeesuwith different and variable
data rate by assigning them a different number of disjoibtcarriers in a FDMA fashion,
referred to as OFDMA. This provides high flexibility and guéarity. Since the channel
fading is frequency-selective and independent amongrdifteusers, the system perfor-
mance can be improved by means of adaptive sub-carriernassig as well as bit and
power loading [WCLM99, RCO00], referred to as adaptive OFDKkikeafter.

Moreover, when the AP, either BS or RN, is equipped with rpldtantennas, the spec-
trum efficiency can be increased by SDMA, i.e. by spatiallgasating multiple users
served on the same time-frequency resource by means ofgortabor semi-orthogonal
antenna beamforming [FN94]. The number of users separgt&OIVA is generally lim-
ited by the number of multiple antenna elements and the aabiie capacity depends on
the spatial correlation among users. Therefore, the sypgformance can be optimized
by properly selecting the groups of users sharing the tiregufency resources [DS05],
whereas is referred to as adaptive SDMA in the following.

Adaptive OFDMA in wide-band OFDM systems has been well gddn [WCLM99,
RCO00] and many algorithms for adaptive SDMA in narrow-barmdH-ihding channel are
also proposed in the literature [FGHO5, JG04, DS05]. Howeadaptive resource al-
location becomes more challenging in a frequency-sekediroadband OFDM multiple
antenna system, where both adaptive OFDMA and adaptive SBiMAlesired.

In [ZLO5], it is assumed that the users’ performance will betaffected by sharing
resources with users when their spatial correlation is@efftly low over the whole trans-
mission bandwidth. Thus, the adaptive resource allocasipnoposed to be separated into
two steps: spatially correlated users are firstly groupgdtteer while ensuring low spatial
correlation between users in different groups, and theptadaOFDMA is independently
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carried out within each group. However, it is observed that wser spatial correlation
properties are frequency-selective in some cases sucle @stisidered urban-macro sce-
nario, which causes troubles in the application of this st&p approach. Intuitively, the
frequency-selective user spatial correlation over thelevbandwidth could be measured
by the average, but the approach still will not provide goeglitts compared to joint opti-
mization of adaptive OFDMA and adaptive SDMA.

In [Wil06] spatial compatible users are adaptively selé¢tebuild an SDMA user group
on each time-frequency resource, i.e. chunk, but no depeydxists among allocation of
each chunk. The ordering of the chunks is non-adaptive talthenel conditions, which
is referred to as disjoint OFDMA/SDMA hereatfter.

Different to the these approaches, joint optimization af@tve OFDMA and SDMA is
introduced by the author of this thesis in [CZT07] and willdigcussed in this chapter. The
joint approach intends to make joint optimization of theg@des resource in both frequency
and spatial domains, and it is expected to provide bettedteesAs the computational
complexity of the optimal solutions is unaffordable in greal systems, cf. Section 3.2.3,
alternative sub-optimal algorithms are proposed.

In this chapter, adaptive resource allocation for the Dhgraission at one AP in a single
cell is studied. This is supposed to be performed at the Adoh frame. Perfect full CSI
is available at the transmitter, i.e. the AP, and the chafad#hg is flat within one chunk.
The AP is equipped with multiple antennas and users may shaisame chunk by means
of ZFBF, cf. Section 2.5. All users are assumed to be equipgsingle antenna, but the
proposed algorithms are applicable in the case that usgesrhaltiple antennas as well,
since a user equipped witly,, antennas can be viewed &%, single-antenna users, cf.
Section 2.5.

According to the optimization objective function, two cdas of optimization problem
in the literature have been identified for adaptive resoalicgation , power minimization
problem [WCLM99] and rate maximization problem [RCO0]. Tpewer minimization
problem aims at achieving the minimum total transmit powmstar the constraint on the
users’ data rate. The rate maximization problem is intentn@ximizing the sum of the
user’s data rate under the constraint on the total transowtep Correspondingly, the
power minimization problem and the rate maximization peoblre solved in Section 3.2
and Section 3.3, respectively.

In solving the power minimization problem, several varsaot the greedy sub-optimal
algorithm, as summarized in Table 3.1, are proposed and a@dpMoreover, the optimal
solution achieved by exhaustive search is also presentad &pevaluate the performance
degradation of the sub-optimal solutions with respect ¢oaptimum.

In solving the rate maximization problem, the user fairnmesdric is a very important
factor [KMT98]. Indeed, rate maximization favors user wiggbod channel quality and
thus resulting unfairness among users with different cehgnality, known as near-far
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3.2 Power Minimization Problem

Table 3.1: Summary of algorithms for the power minimizatwablem.

Optimal algorithm via integer linear programming (ILP)

Successive bit insertion without user priority (SBI-Onigi)

Successive bit insertion with weighted user priority (SBR)

AIW|IN|PEF

Successive bit insertion with first user priority (SBI-FP)

problem [HT04]. Two commonly used user fairness strategiesportional fairness (PF)
and max-min fairness (MMF) are adopted in this work. Morepw&o kinds of con-
straints on transmitter power, per chunk power constr&@iRC) and per user power con-
straint (PUPC), are considered. Hence, as outline in Talet8tally four variants of a
greedy algorithm, SBI-WP, SBI-FP, SUI-WP and SUI-FP, agppsed for each combina-
tion of power constraints and fairness strategies. In ai@dfustrate the benefit of joint
adaptive OFDMA/SDMA optimization approach, the performaof the disjoint approach
proposed in [Wil06] is used as a reference curve in perfooa@ssessment.

Table 3.2: Summary of algorithms for the rate maximizatioobem.

PF | Successive bit insertion with weighted priority (SBI-WP)
MMF | Successive bit insertion with first priority (SBI-FP)

PCPC

PF | Successive user insertion with weighted priority (SUI-WP)
MMF | Successive user insertion with first priority (SUI-FP)

PUPC

3.2 Power Minimization Problem

3.2.1 Introduction

This section studies the adaptive resource allocatiortizugythe power minimization un-
der a minimum rate constraint for all users. In Section 3.th2 optimization problem
is introduced and mathematically formulated. After présgnthe method to obtain the
optimal solution in Section 3.2.3, a Greedy-based sulbggtalgorithm is proposed and
then modified for improvement in Section 3.2.4. Finally, geformance is assessed on
the basis of numeric results in Section 3.2.5.
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3.2.2 Problem Statement

In this section, the power minimization problem is introdd@and mathematically formu-
lated.

A total of K users are assumed to transmit over Meavailable chunks in each frame.
All users have to meet certain minimum data rate requiresa@it and power loading over
all users and chunks is optimized in such a way that the tetplired transmit power is
minimized. LetP, ,, andry , represent the transmit power and data rate of kser chunk
n, respectivelyry, ,, is either zero or chosen from the set of all feasible data fateefined
in (2.49). By denoting withR, the data rate request of usem unit of bits for the current
frame, the power minimization problem is mathematicallyalated as

minZP;m s.t. Zr;m > Ry Vkell, K] (3.1)
k,n

n

The relationship between the transmit pow#gr, and the target data ratg,, is determined
according to (2.47) or (2.48) when ZFBF is applied.

As maximally M, users can be served on one chunk by means of ZFBF, Mjtheing
the number of antenna elements at the AP, and one fpofeasible data rates if, is
chosen by each user, the size of solution space for the pnatdscribed by (3.1) is equal
to

((Ch +Ch-Q+...+ Ce - QY))™ (3.2)

with C%- denoting the combination of choosinfrom K. The solution space in (3.2) is in
the order of KQ)™t"<, In a practical system, e.g. the considered system desdrifgec-
tion 2.6, the numbeN, of chunks is very large, and so the exhaustive search overauc
huge solution space is prohibitive due to the extremely bmhputational complexity.

3.2.3 Optimal Solution

In this section, the optimal solution of the power minimiaatproblem formulated in the
previous section is presented.

The optimization problem described by (3.1) is not only moedr but also contains
integer variables, thus, it is computationally intenstvsalve. It is proposed in [KLKLO1],
by transforming the problem into a linear optimization gevb with integer variables, i.e.
integer linear problem (ILP), the optimal solution can bé&aated with the standard integer
programming tools [Wol98].

For the sake of conciseness, the transformation presemtie ifollowing is restricted
to the case in which every chunk is shared by at most two usetrZBBF is used. Nev-
ertheless, the transformation can be easily extended &y o#ises, such as more transmit
antennas or other beamforming techniques.
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3.2 Power Minimization Problem

Let k£ andj be the user indices, be the chunk index, anglbe the index of the feasible
data rates, th&2N.Q binary variablesy ; , , defined as

if usersk and; share chunk

. and usek transmits at a rate of,. , in unit of bits/symbol
Ok jing = ! (3.3)

0 otherwise

can describe the solution of the allocation problem.

The data rate of usdron chunkn can then be given by

Q K
Tk = Ochunk Z Z 5k,j,n,q%,q7 (3.4)

q=1 j=1
whereS .. denotes the number of data symbols in one chunk.

Let G ;» denote the effective channel gain of ugeon chunkn given that usey is
also served on chunk, which is calculated according to (2.41). According to 8,4he
required power for usek to share chunk with userj and transmit at a rate of. ,, i.e.
whendy ;. , = 1, is given by

0.2

Pien = f(vr’Q)CJ;c—%' (3.5)
I,

According to (3.4) and (3.5), the optimization problem d#sed by (3.1) can be trans-
formed into the following ILP,

LK N @ K a i
mmZZZZf Yrq) 7, (3.6)
k=1

=1 n=1 ¢g=1 j=1

subject to

N Q K
Z Z Z Yrq * Schunk : 5k,j,n,q Z Rk vk S [17 K] ) (37)

n=1 g=1 j=1
Q K K
SN Gine<1 Vne[lN], (3.8)

q=1 k=1 j=k
Q
> (Okjng = Oikme) =0 Vk,j € [1,K],Vn € [1,N], (3.9)
q=1

Okjmg € 10,1} Vk,j € [L K], Vn € [1,N],Vq € [1,Q)]. (3.10)
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3 Adaptive Resource Allocation in a Single Cell

Constraints expressed by (3.7) guarantee the minimum egtérement. Constraints ex-
pressed by (3.8) impose that every chunk can be assignecatlyexne or two users.
Constraints expressed by (3.9) state that if usé sharing a certain chunk with usgr
then also usey has to share the same chunk with useFinally, constraints expressed by
(3.10) represent the integrality constraints for the setoiables.

To compute the optimal solution of this ILP, the ILP solgdpsolthat is included in the
GLPK (GNU Linear Programming Kit) package [Mak] is used.

The required computational effort to solve an ILP increasgmnentially with the num-
ber of variables and constraints, i.e. with the number ofgmait antenna elements, users
and chunks [Wol98]. Therefore, finding the global optimduson of the power mini-
mization problem in (3.1) by transforming it into an ILP igllstinaffordable in practical
systems. In the next section, sub-optimal algorithms tacedhe complexity while still
delivering performance close to the optimum is derived.

3.2.4 Sub-optimal Algorithms

In this section, sub-optimal algorithms for the formulapegver minimization problem are
proposed and analyzed.

A greedy algorithm is any algorithm that follows the problsaiving heuristic of mak-
ing the locally optimum choice at each iteration with the éap finding the global opti-
mum [Cor01]. For most problems, greedy algorithms mostlyrmi always fail to find
the globally optimal solution, because they might make caments to certain choices
too early, which prevent them from finding the best overallson later [CorO1]. Nev-
ertheless, they are easier to implement, most of time qffidemt and often yield very
good or even the best possible approximation to the optimbdar(J1l]. Hence, greedy
algorithms have been chosen to solve the optimization prolh adaptive resource allo-
cation for multi-user OFDMA systems [SAEOQ5, ZL05] and narfband MIMO-SDMA
systems [SCA06, DS05, JG04, RP96], in frequency and spatial domain, respectively.

In this section, a greedy algorithm is proposed to solve tvegp minimization problem
described in (3.1) for a multi-user OFDMA/SDMA system. Thesaurce allocation in
such a system requires the joint optimization of OFDMA andvBDin both frequency
and spatial domain.

The algorithm starts with the assignment to/gdlusers of a null rate on alV, available
chunks by setting the individual power allocation to zere, i

rin =0,P\%) =0, Vke[l,K],¥n e[l N]. (3.11)

In each iteration, for each user and chunk a certain costiumis evaluated corresponding
to the user data rate increase of a givenon that chunk. Le®, ,, denote the cost function,
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3.2 Power Minimization Problem

which represents the cost for granting a rate incréssé userk on chunkn. Recall that
the supported data rates by all feasible data rates aresesyiegl by the sdt, defined in
(2.49). If the current data rateig ,, the rate increasar is set to

Ar = Yrg+1 = Vg (312)

in order to achieve the next supported data rate. As a lowarindicates better perfor-
mance, in each iteration the pair of user and chiirikn*) that yields the minimum cost is
found from all K N. combinations, i.e.

(k*,n*) = arg 1(Tk111} U (3.13)
The rate of the selected user is then increasedbyn the corresponding chunk, i.e. in

the:-th iteration, ‘ ‘ L
H =D A (3.14)

The algorithm ends when all users have reached the targetralat requirement. As the
data rate is increased by a certain amount in each iteratialgorithm is referred to
successive bit insertion (SBI) hereafter.

Let AP, denote the power needed to increase the data rate ofuserchunkn by
Ar. This amount of power is not only used to grant user higher data rate, but also to
provide the additional power required by other users seovethat chunk to maintain their
data rates. Indeed, the effective channel gain of usered@an a given chunk generally
decreases when a user is added, as expressed in (2.41). emtonchinimize the total
transmit power, it is quite natural to define the cost functio, ,, as the ratio between
AP, , andAr, i.e.

AP
Uy, =
’ Ar

(3.15)

From (3.15), a small value of the cost functidn ,, indicates high power efficiency. As
higher power efficiency is achieved when a user experienetsrichannel quality, the
proposed algorithm tends to assign resources to the usdrgwod channel qualities at
the beginning. This implies that much more power will thenréguired for users with
relatively poor channel due to less available resourcesshwtonsequently increase the
total transmit power. A heuristic solution against thislgem is to prioritize the users
that currently have been provided with less resources @satdata rate. Assume that the
algorithm keeps track of the relative data rate

ZNil Tk,n
B, ===~ 3.16
k Rk 9 ( )
after each iteration, which is a measure of how well the uasrrhet its data rate require-

ment R,. Users with low valueB3;, shall be prioritized in the allocation. Two different
proposals for enabling such prioritization are presemetie following.
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3 Adaptive Resource Allocation in a Single Cell

The first proposal is to modify the cost function as

~ APy,

Uy, = By =~ (3.17)
By weighting the power efficiency with the relative allocdhtata rate, the cost function
\T/,m in (3.17) states that either lower relative allocated date or higher power efficiency
indicates lower cost. The resulting algorithm is thus meféto as weighted priority variant
of the SBI algorithm, denoted with SBI-WP, to distinguisbrfr that based on the cost
function ¥, ,,, which is denoted with SBI-Original hereafter.

Alternatively, user prioritization can be enabled by mygrul§ the greedy algorithm as
follows. In each iteration, instead of finding the optimumrpe user and chunk as de-
scribed in (3.13), firstly the usér* having minimum relative ratés; in (3.16) is found,
and then for the usdr the chunkn* yielding the highest power efficiency, i.e. minimizing
the cost functionl- ,, in (3.15), is selected, i.e.

k* = argming By,

*

n* = argmin, Wi« ,.

(3.18)

In this way, it is guaranteed in each iteration that the us#r thie lowest relative data rate
has the option to increase the data rate. The resultingitdgors referred to as first pri-
ority variant of the SBI algorithm, denoted with SBI-FP, &frstly considers user priority
instead of power efficiency.

3.2.5 Performance Assessment

The performance of the proposed sub-optimal algorithmgakiated and compared to the
optimal solution in this section.

To evaluate the performance achieved by the proposed tdgwifor the power mini-
mization problem, one BS sector with 16 users is simulated the inter-cell interference
is not considered. All users are uniformly distributed ia ector and have the same target
data rate. The numerical results are reported in terms ohaled total transmit power
as function of the target user data rate. The normalizedl ttati@asmit power is defined as
the total required transmit power normalized with respethé maximum available power,
e.g. 46 dBm for a BS as given in Table 2.1.

Moreover, the average SNR of a user is defined as the averegigege&SNR while tak-
ing only slow-fading into account and assuming that thel @tailable transmit power is
equally distributed over the whole bandwidth. Two diffdrenenarios are considered in
the simulations. In the first scenario, it is assumed thabtrerage SNR of all users is
identically set to a certain pre-defined value. In the secmethario, since the slow-fading
including path-loss and shadow-fading is considered angdgsty modeled, cf. (2.3), all
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3.2 Power Minimization Problem

users experience different channel quality reflected bhemdiht average SNR. An experi-
mental complementary cumulative distribution functiol©{@F) of the average SNR for 16
users in 16 realizations is depicted in Figure 3.1. As the piSerity is more important for

16 Users, 100 Snapshots

-5 0 5 10 15 20 25
x: Average SNR [dB]

Figure 3.1: CCDF of the average SNR,= 16, 100 independent realizations.

the scenario in which users have varied channel qualitypéiniermance difference among

the variants of the proposed greedy algorithms is expeotbd higher in the latter scenario
than that in the former one.

The performance achieved by the three variants of the peapakjorithm, i.e. SBI-
Original, SBI-WP and SBI-FP is compared in Figure 3.2(a) am#igure 3.2(b) for the
two scenarioga) and (b). In scenario(a), all users have an identical value of average

‘ ‘ 8 ‘ ‘
||—original L|—original
@ 4L WP @ 4 L7EWP
= ||-&-FP - ||-©-FP
8 8
22 o Sz o
3 = | 3 2 L
N5 4t N5 4!l
= 9 = 9
ES | ES |
SE _4 SE gl
zg -8 zg -8
g r g r
T -12 T -12
0 1 2 3 4 5 6 0 1 2 3 4 5
User data rate requirement [Mbps] User data rate requirement [Mbps]
(a) Identical average SNR of 10dB (b) Varied average SNR

Figure 3.2: Comparison of the different variants of the josga sub-optimal algorithm for
the power minimization problem in terms of normalized to&guired transmit
power required, 16 users.
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3 Adaptive Resource Allocation in a Single Cell

SNR equal to 10dB, and in scenafi, all users have different values of average SNR
according to the properly modeled slow-fading. As stateSention 3.2.4, by considering
the relative allocated user data rate defined in (3.16) ih gaxation, users with poor chan-
nel condition is prioritized in resource allocation andratitely the required total transmit
power can be reduced. Hence, as expected, the SBI-WP (solid with stars) and the
SBI-FP (solid curve with circles) variants perform bette, require less transmit power,
than the original (solid curve). The SBI-FP variant, in whicser priority is firstly guar-
anteed, yields the best sub-optimal solution. Furthermmyreomparing Figure 3.2(a) and
Figure 3.2(b), it can be inferred that, as expected, theopmdnce gain by introducing user
priority is more significant when users experience diffedrannel qualities.

The optimal solution provides a very good reference agarhgth to evaluate the degra-
dation of the sub-optimal solutions. As introduced in Set.2.3, the optimal solution
can be found by converting the original power minimizatioolgem into an ILP. However,
the computational complexity of an ILP is still quite highdase of large number of users
and chunks. In order to compare results achieved with thegsed sub-optimal solutions
against the optimal one in reasonable time, a relative ssoale system is considered in
simulations. 8 users share 32 chunks, the BS is equippe®withennas and each UT has
a single antenna.

12t
52 8
25 |
gz *
© = | i
£e O . .
s | - - -opitmal solution |
< 8 -4 —original
* WP
-8/ -©-FP
0 2 4 6 8

User data rate requirement [Mbps]

Figure 3.3: Comparison of the different variants of the s sub-optimal algorithm
w.r.t. the optimal solution for the power minimization pleim in terms of nor-
malized total required transmit power, identical averaR®f 10 dB among
users, 8 users, reduced system size with 32 chunks, tworeager BS, and a
single antenna at each UT.

In Figure 3.3, the optimal solution obtained by the ILP solaed the sub-optimal so-
lutions obtained by means of SBI-Original, SBI-WP and SBI{Bolid curve with circles)
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3.3 Rate Maximization Problem

are reported. The solution obtained by the SBI-FP variasdBd curve with circles) is
not only better than those of the SBI-Original (solid curaeyl the SBI-WP (solid curve
with stars), but it also approaches very closely to the ogitiome (dashed curve). Hence,
it could be concluded that the SBI-FP variant is able to @elavnear-optimal solution for
the power minimization problem.

3.3 Rate Maximization Problem

3.3.1 Introduction

This section studies the adaptive resource allocatioretizugy at the rate maximization
under a certain transmit power constraint. The problenestant of the rate maximization
problem is given in Section 3.3.2, where a mathematicalrgsgm of the user fairness
is also introduced. Sub-optimal algorithms are then pregas Section 3.3.3. Finally a
performance assessment of the proposed algorithms isypeese Section 3.2.5.

3.3.2 Problem Statement

In this section, the rate maximization problem is introduesad mathematically formu-
lated.

In general, the resource allocation in terms of rate maxaiion aims at maximizing the
cell throughput, i.e. the sum of the user throughput, whaliss§ying certain user fairness
properties, under a transmit power constraint. Letlenote the average data rate provided
to userk. Being tracked with a historical time window of lengthin unit of frames, the
average data rate in framedenoted withl(¢), is computed after resource allocation as

with N
() = ria(t), (3.20)

representing the overall data rate granted to ksmrer all V. chunks in frame [VTLOZ2].

According to Section 2.8, the total available transmit pofg; is assumed to be equally
distributed over allV, chunks, i.e. PCPC. By letting

P
Pchunk = %

C

(3.21)
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3 Adaptive Resource Allocation in a Single Cell

denote the power available for each chunk, the PCPC is fatedlas

K
Zpk,n < Pchunkuvn: 17"'7Nc- (322)
k=1

In case that the AP is equipped with multiple antennas, pleltisers can share the same
chunk by transmitting over individual chunk layers, and plogver available for a chunk is
assumed so far to be adaptively distributed among its chaydcs.

However, in some situations, it might be desirable to furdesume equal power sharing
among chunk layers. In other words, users served on the dauné& will equally share the
power on that chunk, i.e. PUPC By lettitfy denote the set of users served on chunk
the PUPC is formulated as

. Pchunk/‘un|7 k € Z/{n
P;m_{ 0 eud (3.23)

with | - | representing the cardinality of a set.

Depending on the degree of user fairness consideratiomatbenaximization problem
can aim at the maximization of different functions rangirmn the overall cell throughput
to the minimum user throughput.

The user fairness is commonly measured by Jain’s index.de o&/ users competing
for some resource, the Jain’s index/(z) is defined as

J(z) = M (3.24)

- K (Zszl xi)

[JCHB84]. Itis equal to 1 when all users get the same amourgsafurce and tends 19 K’
in the fully unfair case. In the context of the consideredroation problemy,, in (3.24)
is the average data rate of each uBger

For overall throughput maximization, the user with higleestievable rate should always
be selected. As it is potentially completely unfair, e.g.resource will be provided to cell
edge users with very poor channel conditions [KMT98], mazing the overall throughput
is not considered further in this work. In the following, tweer fairness strategies, namely,
PF and MMF, are discussed in detalil.

Rate Maximization with PF strategy

PF has been well-studied in the literature , where the resaaltocation is usually formu-
lated as an optimization problem to maximize a certaintytilinction given the constraints
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3.3 Rate Maximization Problem

on resources [KMT98, KST04, SV98, VTL02]. A vector of rates &ll users is said to be
proportionally fair if it is feasible and the aggregate objportional changes between it
and any other vector of feasible rates is non-positive [KIF[TBy denoting with{ 7} } £,
the rates achieving PF and wifff}.}_, any arbitrary feasible data rates, the following

inequality is satisfied,
K

T, — T}
y k<o (3.25)
— Ty

k=1

In other words, any positive change of performance for a osgst result in a negative
average change for the system performance. It is well knbvahguch criterion is equiv-
alent to the maximization of the sum of logarithmic datasdteMT98]. Thus, the rate
maximization problem with PF strategy can be mathemayidafinulated as

K
max Z log T, (3.26)
k=1

subject to a certain power constraint.

In TDMA systems, resource allocation with PF strategy twasto allocate the cur-
rent time slot to the user with the largest ratio between tiieexable rate in the current
time slot and the past average data raj¢;l}, [BBGT00]. PF offers a compromise be-
tween user fairness and overall throughput. Multi-useedity is well exploited, as the
time slots corresponding to peaks of the achievable dataarat always assigned to each
user [Bon04].

Extensions of PF from TDMA systems to systems in which moentbne resource
units are available in each time slot, such as multi-casystems, have been discussed in
literature, e.g. [ALS03, KHO05, PJKLO03]. In [WGO00], several heuristic approackas
proportional fairness in OFDMA systems have been propoeddccampared. In [KHO5],
it is proven that in a system with” users and multiple resource units per time slot, the
resource allocation problem with PF strategy describe®3®6) can be equivalently for-
mulated as

K -

subject to a certain power constraint.

Rate Maximization with MMF strategy

Different from PF strategy, MMF is formulated as maximizihg minimum user average
data rate [RCO00], which can be formulated as

max min T} (3.28)

-----

55



3 Adaptive Resource Allocation in a Single Cell

subject to a certain transmit power constraint. By taking M#frategy, it tries to provide
all users with the same data rate.

3.3.3 Sub-optimal Algorithms

Similar to the power minimization problem discussed in ®&c8.2.4, the optimal solution

for the rate maximization problem described in SectionZr&quires too high compu-

tational complexity to be affordable in practical systems &dence sub-optimal greedy
algorithms are of interest. In the following, the sub-oglralgorithms to solve the rate

maximization problems under the two power constraints, @rd PUPC, are separately
discussed. The relative variants of the algorithm are ddrior both PF and MMF user

fairness strategies.

Sub-optimal Algorithms under PCPC

The greedy algorithm SBI proposed in Section 3.2.4 for thegyaninimization problem
can be easily adapted to solve the rate maximization proatedescribed in the following.
The greedy algorithm starts with the assignment tdallsers of a null rate on alV,. avail-
able chunks, cf. (3.11). In each iteration, for each usercmuohk a certain cost function
U, , is evaluated and only the rate of the user experiencing thémaim cost function is
increased on the corresponding chunk, cf. (3.13) and (3148 algorithm ends when no
more data increase is possible under the given transmitmpmonstraint.

The cost function?,,,, is defined as the power efficiency in terms of the ratio between
@uired power increas& P, ,, and performance increagel’;, ,, for a given rate increase
Ar of userk on chunkn,

AP,

ATy

Ul = (3.29)

From (3.27), the performance to be maximized in the rate mastion problem with
PF strategy is expressed as

= ;ﬁl (1 n (t_rﬁ) . (3.30)

For a certain rate increage- of userk on chunkn, the corresponding performance increase
ATy, in thei-th iteration, defined as the increase compared to the &stibn, is given

by
A (i—1) = i—1)
(3) . K T Ar4r;
Ark,n = Hj:lj;ék; (1 + (tcyl)Tj) ) (1 + (tcflk)Tk )
. e (3.31)
- Hj:l (1 + (tc_Jl)Tj)
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As the time average windovy and the performance in ti{e — 1)-th iteration

- K 7,(;'71)
i—1) __ J
= =1] <1 + m) (3.32)

J

are constant, maximizing the performance increasg, is equivalent to maximizing

t

After several simple derivationaI", ,, becomes

Argri™Y ——

14+ A
AN A (i ) SN [ N (3.34)
k.n (=1 1— Ly o 1,61
The denominator of (3.34)
;o 1 I @1
T,(i) = (1— t_)Tk + I (3.35)

can be viewed as the average data 7atdefined in (3.19) being updated in each iteration.
Thus, the performance increadd”, , is the ratio between the rate increase and the
average data ratg/ in (3.35), i.e.

Ar
AT, = — . (3.36)
T ()

By combing (3.13) and (3.36), the cost function for PF is gitg

APy
OBl = argmin 7y, - .t

—— 3.37
(k,n) Ar ( )

From (3.37), it can be inferred that the variant of the grealdyorithm for PF strategy
compromises power efficiency and user priority (or fairj@gswveighting the rate increase
Ar with the average data ratg. Hence, it is hereafter called weighted priority (WP)
variant.

For the rate maximization problem with MMF strategy, as dégd in (3.28), the mini-
mum user data rate shall be maximized. In each iterationeofjtbedy algorithm, the user
with the minimum average data rate is selected, i.e. iri-thateration

k* = arg kzr?inK T;(), (3.38)

.....
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3 Adaptive Resource Allocation in a Single Cell

whereT; (i) defined in (3.19) is the average data rate of usehich considers the alloca-
tion until the previous iteratiofy — 1). For the selected uséf, the chunk which requires
the least power increase per bit increase is then seleated, i

* . Apk*,n
n = arg min
n=1,...N. Ar

, (3.39)

Since the user priority in terms of the achieved averagerd#ds firstly compared and the
data rate of the user with highest priority, i.e. with the éstvaverage data rate, is increased
in each iteration, this variants proposed to achieve MMFlkd first priority (FP) variant
hereafter.

Future systems are supposed to provide users with diffégypas of data services with
variable rate. Hence, in most cases users will not have henmexgus requirement on aver-
age data rate. By lettinfR; } =, denote the set of data rate requirements foralisers,
the relative average data rate can be defined as

L
By(i) = Til()) (3.40)
Ry,
The relative average data ra (i) provides a measure of how well the ugdnas met its
data rate requirement and it can be used in (3.38) to paeriisers instead the absolute
average data ratg/. Moreover, when a specific traffic model is considered, userity
can be also defined according to other QoS parameters, e.gvéinage response time for
delay-sensitive services [BDI02] .

Sub-optimal Algorithms under PUPC

In some situations, it might be desirable to further assuqealepower sharing among
users served on the same chunk, i.e. to maximize rate unde€Ridfined in (3.23), cf.
Section 3.3.2. In this case, the proposed greedy algorithmaddified as follows. The
algorithm starts by settirﬂg,so) = @ for all n. In thei-th iteration, the user and chunk pair
(k*,n*) that minimizes certain cost functioby ,, is selected and the chumk is assigned
to the usek*, i.e. in each iteration,

U =y Uk} (3.41)
with
(k*,n*) = argmin Wy ,,. (3.42)

Note that selecting user for chunkn is not considered, if the performance would be
decreased by adding one more user. The algorithm ends wkepettfiormance of all
chunks can not be increased by adding one more user. Diffsoan SBI, here users are
iteratively added on chunks. Hereatfter, it is referred tewacessive user insertion (SUI).
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Let/(j, n) represent the data rate with a power equalbig.. /(45| + 1) anda; (i)
indicate the user priority of usegrin the current-th iteration. Analog to the cost function
¥Blin (3.37) defined for SBI with PF, the cost function for SUI WRF is given by

P
SUT __ chunk
Ven = 5Gim) T DG (3.43)
ap(i) Lejeul™" "a;(i)

The user priorityw;(7) can be the average data rdif) in (3.35) or the relative average
data rateB, (i) in (3.40) in the case that users have different data rateéresgants.

Different from PF strategy, the minimum user data rate df@athaximized by following
MMF strategy. Hence, to solve the rate maximization problgth MMF strategy, in each
iteration of the greedy algorithm, the useérwith highest priority is firstly selected, i.e.

k* = arg k:r?inK ag (7). (3.44)

.....

The chunkn* is then chosen in such a way that the cost function in (3.48)immized,
le.
n" =arg min \1129; (3.45)

n=1,...,N¢

Complexity Analysis

In the following, the computational complexity of all thegposed algorithms, as listed
in Table 3.2, is evaluated and compared. The complexityettnsidered resource alloca-
tion comes from two folds: one is the computation of the effecchannel gain according

to (2.41); the other is the complexity of the greedy alganithvhich can be measured by
the number of iterations and the number of comparisons redjfor each iteration.

The computation of the effective channel gain is requiredlbglgorithms, which is not
trivial due to the involved matrix inversion, as seen in (3.4However, if a certain user is
spatially highly correlated with users already in the chumlow effective channel gain can
be anticipated without matrix inversion. Therefore, in@rtb avoid such an unnecessary
computation effort, a user pre-selection procedure camppkeal to avoid spatially incom-
patible users, whose spatial correlation is higher tharacethreshold, being served on the
same chunk [JG04]. As shown in [JG04], a too low thresholdldatrease the multi-user
diversity gain due to a too small candidate set. An approptiaeshold can be determined
through numeric simulations.

SBI and SUI differ in the number of iterations. In case of SB& data rate of a selected
user on a selected chunk is increased step by step. Givetothy there are) feasible
data rates available and maxim#l, users can be served on each of fliiechunks, the
maximum number of iterations is in the order@\/; N.. In case of SUI, since one user is
added on the selected chunk in each iteration, the maximumiacof iterations is in the
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3 Adaptive Resource Allocation in a Single Cell

order of M;N.. Therefore, compared to SBI, SUI has lower complexity duthé&lower
number of iterations. However, it is expected that SBI wiltmerform SUI as it benefits
from adaptive power allocation.

The variants proposed for PF and MMF differ from each othénh@number of required
comparisons in each iteration. In the WP greedy algorithoppsed for PF, the user and
the chunk are simultaneously selected fromfalV, combinations, i.e. the number of com-
parison per iteration is about V., while in the FP greedy algorithm proposed for MMF
the user and the chunk are sequentially selected, thugireg(i’ + N.) comparisons.

3.3.4 Performance Assessment

In this section, the performance assessment of the propsogedptimal algorithms is pre-
sented.

As already mentioned in Section 3.1, the proposed greedyoptiimal algorithms are
compared with the disjoint (DJ) approach presented in [@}jland so the disjoint approach
is briefly reviewed in the following. The DJ approach evadsabne chunk after anther in
an arbitrary order. After a chunk is selected, adaptive SDl&arried out by starting
from an empty seM,(ﬂ) = @ and successively adding users until the performance can not
be increased. In order to achieve PF, in each iteration teektighat minimizes the cost
function defined in (3.43) is selected, referred to as SUMIH hereafter. In order to
achieve MMF, in each iteration the user with the highestrgioi.e. with the minimum
average data rate is selected, referred to as SUI-DJ-FRfteare

One BS sector with 16 users is simulated and statisticaltseste collected over 100 in-
dependent simulations. The positions of the 16 users ad®naly generated for each sim-
ulation according to uniform distribution over the sectbhe performance is reported in
terms of average user throughput, 95-percentile usergimut and Jain’s Index. The aver-
age user throughput is proportional to the cell throughpbé 95-percentile user through-
put is very important in the definition of user satisfactit®106], as it indicates that 95%
users are served with such an average data rate or highedairti Index in (3.24) ranges
from 1/K to 1, corresponding to the completely unfair and the fully, feespectively, cf.
Section 3.3.2.

In Table 3.3, the performance of the proposed joint appreachell as the DJ approach
is reported.

In the following, the two variants of the DJ approach, DJ-Wfl &J-FP, are firstly
compared with the corresponding variants of the joint appingp SUI-WP and SUI-FP. The
WP and the FP algorithms are then compared so as to illustraienpact of user fairness
on the resulting allocation. Finally, the two variants, $Bt SUI, are compared in order to
guantify the performance gain achieved by adaptive powecation among users added
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3.3 Rate Maximization Problem

Table 3.3: Comparison of the different variants of the spbroal algorithm for the rate
maximization problem in terms of average user through#-%ile and Jain’s
index.

Average [Mbps]| 95%-tile [Mbps]| Jain’s Index

WP 7.99 0.43 0.41

SBI
FP 3.85 2.70 0.98
WP 5.47 1.15 0.76
SUI FP 3.14 1.90 0.94
DJ-WP 5.34 1.10 0.75
DJ-FP 2.22 1.48 0.96

on the same chunk. In addition to the statistical perforraanetrics provided in Table 3.3,

the corresponding CCDF of user throughput is also repoxtecddéch comparison. The
CCDF curves can provide a detailed description on the digion of user throughput.

Comparison between Disjoint and Joint Approaches

In Figure 3.4, the proposed joint approaches are compartdtihe corresponding dis-
joint approaches. For both WP (red curves) and FP (blue sumagiants, the proposed

l~= : ‘ ‘
—SUI-FP
\ —SUI-WP
08 ---SUI-DJ-FP ||
_ AT - --SUI-DJ-WP
X 0.6} \ ~ 1
LL 1
aQ \
304 ~wp
0.2 v\ SFP N
O ——————— i
0 4 8 12 16

X: user throughput [Mbps]

Figure 3.4: Comparison between joint and DJ approaches.
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3 Adaptive Resource Allocation in a Single Cell

joint approach achieves higher throughput than the DJ oagyetmere in the CCDF. The
performance loss of SUI-DJ-FP (blue dashed curve) is mgrafgiant than that of SUI-
DJ-WP (red dashed curve). In order to guarantee MMF, SUFBJctually selects in
each iteration the chunk and user without considering ttaicél conditions, therefore,
the multi-user diversity gain can not be exploited, whickutes in significant performance
loss compared to the joint approach.

Comparison between PF and MMF User Fairness Strategies

In Figure 3.5, the CCDF curves of the user throughput acdibyeSUI-FP and SUI-WP are
plotted. By following MMF strategy, the FP variant (red dedtcurve) actually sacrifices

j ‘ ‘
O ---SUI-FP
08l \ — SUI-WP| |
X 0.6/ \
LL \
9 \
3 0.4 ;
0.2"
0 i DR SR n
0 4 8 12 16
X: user throughput [Mbps]

Figure 3.5: Comparison between WP and FP, SUI.

the cell throughput in return for fairness. As expected,aferage user throughput of FP
is less than that of WP, but the Jain’s index of FP is much clasd than that of WP,

indicating better fairness, as shown in Table 3.3. Moredvrachieves much higher 95-
percentile user throughput, which is consistent with tihgetof the MMF strategy.

Comparison between Adaptive and Equal Power Sharing

In Figure 3.6, the performance of SBI-FP and SUI-FP is coembalSBI enables adap-
tive power allocation among the co-located users, while Slpposes equal power sharing
among co-located users. It can be inferred that under the $ammess strategy much

higher user throughput is achievable by adaptive powecation (blue solid curve) com-
pared to that by fixed equal power sharing (red dashed curve).
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Figure 3.6: Comparison between SBI and SUI, FP.
Impact of the AMC Scheme

The AMC scheme applied in the simulations presented so faM€-Baseline, cf. Sec-
tion 2.7. However, as seen in Figure 2.9, AMC-Fine achievgisdr data rate than AMC-
Baseline over the whole SNR region due to more feasible dé¢a.rin Figure 3.7, the per-
formance achieved by AMC-Baseline and AMC-Fine is compé#oethe variants, namely
SUI-FP and SBI-FP. As expected, higher data rate is achigy&MC-Fine (blue dashed

. | — SUI-FP, AMC-Baseline
3 . |- - -SUI-FP, AMC-Fine
0.8 *|{ —— SBI-FP, AMC-Baseline|-
- - - SBI-FP, AMC-Fine
\\ \\
< 0.6f Y N
g Y, \
0o F AT
©o4 Gain due to . \
AMC with finer grid ‘\\
0.2 Gain due to RNER
Adaptive power allocation Seo R
~ QO
0 ‘ ‘ ‘ =
1 2 3 4 5
x: user throughput [Mbps]

Figure 3.7: Comparison between AMC-Baseline and AMC-Fine.

curve) with respect to AMC-Baseline (blue solid curve) wigddl is applied. However,
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3 Adaptive Resource Allocation in a Single Cell

when SBI is applied, the performance achieved by adoptingcANhe (red dashed curve)
and AMC-Baseline (red solid curve) is almost the same. Taisle explained as follows.
On the one hand, in SBI, adaptive power allocation is caroedby always minimizing
the transmit power required for a target data rate. On therdtand, as shown in Fig-
ure 2.9, given the same target data rate, AMC-Fine requresame amount of power
as AMC-Baseline. The performance loss of SUI-FP compareésBieFP when applying
AMC-Baseline, i.e. the difference between solid blue cueme solid red curve, comes
from two folds: the less feasible data rates in AMC-Basetind the equal power sharing
assumption. While the performance loss caused by the lasthfe data rates in AMC-
Baseline is quantified by comparing the performance of SRih AMC-Baseline and
SUI-FP with AMC-Fine, i.e. the gap between the blue solidveuaind the blue dashed
curve, the performance loss due to the equal power sharithggmsquantified by the gap
between the blue dashed curve and the red solid curve, asel@m Figure 3.7.

As summary, following conclusions can be drawn based onribsepted results:

» The proposed joint approach generally outperforms thstiey DJ approach, espe-
cially in the FP variant targeting at max-min fairness.

« Compared to the WP variant targeting at proportional &88) the FP variant target-
ing at max-min fairness sacrifices overall cell throughputdetter user fairness.

« Compared to SUI, SBI benefits from adaptive power allocatiahe spatial domain
and thus achieves higher user throughput.

« Under the assumption of equal power sharing, significarfop@ance increase can
be obtained by using an AMC scheme with finer grid, i.e. withrenkieasible data
rates.

» Under the assumption of adaptive power allocation in ttsiapdomain, almost no
performance increase can be obtained by using an AMC schétmémver grid.
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4 Signaling Overhead for Adaptive
Resource Allocation

4.1 Introduction

Resource allocation plays an important roll in optimizimhg tsystem performance. As
stated in Section 2.3, the channel fading varies over freggudand due to multi-path
propagation and over time due to mobility. Since differesgns perceive different channel
qualities due to independent fading, a resource with dedgipdafor one user may still be
favorable for the others, referred to as selective chanwelgity. Moreover, in cellular
systems, the variability of the channel quality in terms Bil$ comes from the fading of
the signal as well as the fading of the interference froma)aAPs, which is referred to
as mutual interference diversity. Besides, data servigemerally characterized as burst
traffic and the arrival time of data service is also differantong users, which leads to
independent varying of current user data rate requiremesfexred to as traffic diversity.
Thus, resource allocation adaptive to the traffic statugpcaentially outperform resource
allocation with certain fixed bandwidth assignment. In starynthree kinds of multi-
user diversities can be identified as selective fading ablagimersity, mutual interference
diversity and traffic diversity [LLO3]. However, any AP att@ting to exploit these multi-
user diversities would require the knowledge of both chhané traffic conditions, which
may cause additional signaling overhead. In general, highi+user diversity gain can be
obtained with precise channel and traffic knowledge, buhftbe perspective of system
performance, the high signaling overhead due to acqumsdioprecise information will
mitigate the achieved performance gain. Therefore, it gartant to balance the signaling
overhead and the performance gain achieved by adaptiveroesallocation.

In this chapter, the following aspects concerning the diggdor adaptive resource al-
location are addressed.

« Different sub-carriers undergo varied channel condgj@md so adaptive modulation
and coding improves spectrum efficiency by selecting foheaub-carrier a suitable
MCS with respect to its SINR value, cf. Section 2.7. Thus,italtal downlink
control data is required to inform users about the MCS seleébr each sub-carrier.
This amount of control data can be reduced by choosing the $4@6 for a chunk
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4 Signaling Overhead for Adaptive Resource Allocation

consisting of adjacent sub-carriers and symbols at theresgoef certain performance
degradation. In Section 4.2, the trade-off between theadiigm reduction and the
performance degradation is illustrated by analytical\@gions, based on which a
proper chunk dimension can be identified.

« Due to mobility, the channel varies over time and so the nbebknowledge shall be
measured and/or delivered periodically. In Section 4.3&raisanalytical method is
presented to find the optimum update interval for the chakm@vledge, with which
the overall system performance is maximized.

» Adaptive resource allocation presented in Chapter 3 isdas the assumption that
full CSl is available at the AP and it achieves significanf@enance gain but also
requires considerable channel feedback. Indeed, SDMA eamnbbled by other
beamforming strategies based on partial CSI. In Sectiortivalkinds of beamform-
ing strategies requiring reduced channel feedback areeasldnd the corresponding
performance degradation is illustrated.

» The AP needs the information about traffic conditions sutha amount of data to
be transmitted for the optimization of adaptive resourtzcation. In downlink, the
AP, as the transmitter, knows the traffic conditions. Howeweuplink, the AP can
only know the traffic conditions via signaling from users.Saction 4.5, the uplink
bandwidth request mechanism, which allows users to detheitraffic condition
such as data rate requirements to the AP, is discussed.

4.2 Optimization of Chunk Dimension

4.2.1 Introduction

In OFDM systems, the channel fading can be regarded as batranfeach sub-carrier but
varying among sub-carriers due to frequency selectivaadin multi-user environments,
as each user experiences a different fading, it is likelywale one sub-carrier is in deep
fade for a particular user, it is in good condition for anetfiéus, system performance can
be significantly improved by adaptive OFDMA, i.e. dynamigalllocating sub-carriers
to users. Moreover, the spectrum efficiency can be furtheaeced by means of AMC,
I.e. employing different MCSs on individual sub-carriernshwdifferent SINR levels. Thus,
additional downlink control data is required to inform atlars about the allocation results,
namely indicating for each sub-carrier which user is seartlwhich transmission mode,
i.e. MCS, is selected, which accounts for further additiaverhead. For a system with
N sub-carriers K users and) MCSs, the amount of such downlink control data for each
OFDM symbol is given by

§ =N - ([logy K + [log, Q1), (4.1)
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which is quite considerable as the numbeof sub-carriers is usually very large, e.g. equal
to 1024 for the considered system as given in Table 2.2.

Given the typical channel coherence bandwidth with resfmetite sub-carrier spacing,
it is observed that the user allocation as well as the MCS$assnt would be most prob-
ably the same for adjacent sub-carrier and OFDM symbolsedimey experience similar
channel fading. Therefore, as already introduced in Se@i6, the chunk, defined as a
block of adjacent sub-carriers and OFDM symbols, is chosebaaic resource unit. In
other words, the resource allocation, consisting of botr aflocation and MCS assign-
ment, is identical for all sub-carriers and OFDM symbolobeing to the same chunk. By
letting the chunk dimension be,,;, sub-carriers by.,,, OFDM symbols, the amount of
the downlink control data can be reduced by a factatQf - nsymp.

When targeting at overhead reduction, a large chunk dimmansie. large values for
parametersy,, andngy,.;,, is desired. However, the performance gain achieved by-adap
tive resource allocation is expected to decrease with thalcdimension. In the extreme
case when choosing,, as the total number of sub-carriei§, all sub-carriers are as-
signed to the same user using the same MCS, therefore na#idagain can be achieved.
Therefore, the optimization of the chunk dimension recittes trade-off between over-
head reduction and performance degradation. In Sectia@,4t# relationship between
the performance degradation and the chunk dimension igtaadly derived.

For the upcoming analytical investigation, the followirggamptions are invoked:

* An OFDM system with one ARX users andV sub-carriers is considered.

* The channel fading is modeled as a stationary two dimeasmaro-mean Gaussian
random process [Pro01]. Without loss of generality, theavere of the channel
fading is set to one.

 Full channel knowledge is perfectly known at the AP.
» The system performance is evaluated in terms of Shann@acitgp

* In case of fixed allocation, all users are ordered and charkassigned to users in a
round robin fashion. In case of adaptive resource allonagach chunk is assigned
to the user which achieves the highest capacity among all.

The remainder of the section is organized as follows. IniSeet.2.2, the system perfor-
mance achieved by adaptive resource allocation is anallytiderived as a function of the
chunk dimension. In Section 4.2.3, the optimization of therk dimension is discussed.
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4.2.2 Derivation of Performance of Chunkwise Adaptive
Allocation

In this section, the performance achieved by adaptive resaallocation is analytically
derived as a function of the chunk dimension.

By letting hff,? denote the channel coefficient experienced by &sem sub-carrier. of
OFDM symbolt, P ando? denote the transmit power and the noise power, respectively
the Shannon capacity of useon sub-carrien of OFDM symbolt is given by

P :
Or(zkt) = log, (1 + |h£lk2 2;) bits/s/Hz (4.2)

z

[Pro01].

Let |15 ,|* denote the channel gain on sub-carrieof OFDM symbolt obtained with
resource allocation scherfie By knowing the PDF of the channel gaips »(x) over all
sub-carriers and OFDM symbols, the average capacity aethiey the resource allocation
schemeés can be calculated as

_ o0 P
Clon 2/0 log, (Hx;) “Pis 2 (2)dz. (4.3)

n

In case of fixed allocation, as the user assignment is indbgp#rof the channel condi-
tions, the channel gaifh|? obtained with fixed allocation has the same distribution as

the channel gain of any usér')|>. As the channel responge!’; is a stationary two di-

mensional zero-mean Gaussian random process with vargdraree, the envelop{ah,(fz
of the channel response follows the Rayleigh distributlad65] and therefore, the PDF
of the channel gaith")|? is given by

p‘hgmz(:ﬂ) = p‘h(kzp(:p) =e “forx >= 0. (4.4)

Thus, the average capacity over all sub-carriers and alll@Bidmbols achieved by fixed
allocation is equal to

_ o0 P
Chix — / log, (1 +x—2) e dx. (4.5)
0 g

z

In case of adaptive resource allocation, chunks assigned to the uséy, who has the

maximum capacity. By denoting with'? the capacity on chunk: achieved by uset,
the chunkm is assigned to usdt,,, who fulfills

k, = arg max ck), (4.6)
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Supposing chunk: is composed of,,;, sub-carriers starting with the,,-th sub-carriers
andns,,,, OFDM symbols starting with thg,,-th OFDM symbol, the capacity achieved by
userk on chunkm is the arithmetic mean of;,;,n.ym, Samples of the sub-carrier capacity

c® e,

n,t?

Nsymb — 1 nsubi1 (k)
k) _ 2at=0 ) P G
m .

4.7)

NsubMsymb

Whenng,,nsymb IS Sufficiently large, the arithmetic mean can be well apprated by its
expectation value [Pap65]. As a result, the capacity of kseer chunkm in (4.7) can be
approximated by

o P
k)
CW) ~ /0 log, (1 + xg—%) -p|h$§)|2(:p)dx, (4.8)
with p|h<k)|2(x) being the PDF of the channel gakffZP within chunkm.

By defining the mean value of the channel coeffici/efﬁi within chunkm

Nsymb -1

Ngub—1
B(k) — t=0 ZTLZS hn+m'nsubvt (49)

m )
TNsubMlsymb

as the local mean, the local variance of the channel coeﬁihﬁé} within chunkm can be
expressed as

vark) =

nsymbil Ngup—1 2
t=tm Zn:() | hnm +n,tm +t| 7 (k‘) 2
NsubMsymb

= B{|hyuw[*} - E{ |}, (4.10)
By recalling that the variance of the channel coefficilefﬁi is equal to 1 and letting
Q= E{|n) 1}, (4.11)
the local variancear(® in (4.10) is equal to
var® =1 — Q. (4.12)

From Appendix A.1§2 in (4.11) can be calculated by integral of the auto-corefafunc-

tion of the channel coefficie (kz over the chunk dimension according to (A.6), i.e.

Q B 1 /Bchunk (1 |f‘ ) R (f)df
B Bchunk B Bchunk /

—Dchunk

! /%“O—|”)&mﬁ (4.13)

Tchunk —Thunk Tchunk
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With Bohunk = Nsunfs and Tonmke = ngymp s representing the bandwidth and the time
duration of the chunk, respectively. Thus, within chunkthe channel coefficien‘tﬁfz
can be viewed as a complex Gaussian random variable witlzeanmean valug!®) and
variancg(1—(2). Consequently, the channel gm&.’? |2 with chunkm as the square value of

a non-zero mean Gaussian random variable follows the ntna¢ehi-square distribution
with two degrees of freedom [Pap65]. By letting

A® = |p®2, (4.14)

the PDF of the channel gain within chunk denoted Wiﬂ’p‘h(k)‘Q(x), is given by

A(k)-f—x (k)
exp(—£m2E) 21/ A,
Py (7) = 1leﬂfo(\/5 L) (4.15)

with I(-) representing the zero-order modified Bessel function ofitbekind.

From (4.8) and (4.15), to assign the chunk to the user withimax capacityC,(,f) IS
equivalent to assigning to the user with maximuii’. Hence, the user served on chunk
m in the adaptive resource allocation is given by

k,, = arg max C®) = arg max AW (4.16)

By denoting withAm2X the maximumA¥ of all K users, the PDF of the channel gain
obtained with the adaptive resource aIIocaqib)i‘j;”) | is

max, K
exp(—feg) 2V ARE

1—-Q Ih(ve 1-Q

p|hj;ifpt\2($) = p\hif;”)P(x) = )- (4.17)

As a block average of a Gaussian process, the local mean W4l Gaussian distrib-
uted with mean zero and varian@gPap65], and so the PDF and CDF of its square value

A® are given by
1
pa,,(T) = ﬁe’x/g (4.18)
and
Fyu, (z)=1—e%%, (4.19)

respectively. Since alk users are supposed to experience independent channej,fadin
according to order statistic [Wei], the PDF af>*¥ can be expressed as

pAmax,K (l‘) = K (FAm ('I‘))Kil pAm (l‘)
K —
= G- e/ (4.20)
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By substituting (4.20) in (4.17) and then (4.17) in (4.3g #verage capacity achieved
by the adaptive resource allocation is

(4.21)

§

C«féitapt — foooda (£efa/ﬂ( o fa/Q)
xp(—
1—

fdoolog2<1+$ ) )Io(\/_ Q)>-

From (4.21), it can be inferred that the capacity achievethbyadaptive resource allo-
cationC*$**" increases with increasing* and decreases with increasifig Moreover,
it can be seen from (4.20) that™>X increases with the numbéf of users , and from
(A.6) that the(2 decreases with increasing chunk dimensigmns,..,. Therefore, as ex-
pected, the multi-user diversity gain increases with thalper of users and decreases with
the increasing chunk dimension.

Moreover, theﬂ is calculated by the integral of the auto-correlation funtof the chan-
nel coefﬂmenthn ;, Cf. (A.6). Under the simplified assumption, i.e. the asstiompof
exponential power delay profile and Jakes Doppler spectitugrauto-correlation function
can be fully characterized by the coherence bandwidth anddherence time. Let’s define
the normalized chunk dimension, i.e. the normalized chuwardiwidth and the normalized
chunk duration, as

~ Bchunk nsubfs
Bchunk - Bcoh - Bcoh )

(4.22)

and . -
TC k= chunk _ Nsymb 4 s . 4.23
hunk Tcoh Tcoh ( )

From the derivation in Appendix A.1, the and so the capacity of adaptive resource
alIocgsltionCfft"““pt can be expressed as a function of normalized chunk dimenBign,.
and7 ..k, @s seenin (A.9), i.e.

1 Bchunk 1
Q = = / (1— |f|) s—df ...
Bchunk Bchunk nsub 1 + JTf

1 Tchunk ‘ t |
— 1- Jo(2mt)dt. (4.24)
Tchunk *Tchunk Tchunk

Hence, it can be concluded that the multi-user diversity gaicreases with the increasing
normalized chunk dimension.

As an example, in Figure 4.1 the average capacity achievetidoyadaptive resource
allocationC?*%**" is reported as a function of the normalized chunk dimensiitin system

parameters of 16 users and average receiving SNR of 5 dByi-e.16 andP/s? = 5dB.
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Capacity [bits/s/Hz]

0.4
1.6 04 1.6

N l dT6'4 0.1 i
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Figure 4.1: Capacity achieved by adaptive resource allmcatith different normalized
chunk dimensiongy = 16, P/o? = 5dB.

4.2.3 Derivation of Optimum Chunk Dimension

In this section, the chunk dimension is optimized based erathalysis presented in the
previous section.

It can be seen from (4.1) that the amount of downlink contatbdor each chunk is
([logy K1 + [log, @Q]). By denoting withr., the rate of the control data and recalling
that each chunk is composedmf;;,nsm, Symbols, the overhead caused by the downlink
control data is given by

Ovh = 11082 K1 + [log, Q]

Tctl * NsubTlsymb

: (4.25)
The effective capacity defined as

Cosi® = (1= Ovh) - Cpg™ (4.26)
can be used as the measure of the system performance. Astitefirin (4.26)(1—Ovh),
increases with increasing chunk dimension, but the secemd, C2*", decreases with

increasing chunk dimension, there exists an optimum cHoicte chunk dimension with
which the effective capacity is maximized, i.e.

~adapt
(Mgubs Noymp) = aTg  Max C’fotf‘é’ﬁ. (4.27)

Nsub;Msymb

In the following, the effective capacity is numerically &vated by assuming the system
parameters as listed in Table 4.1.

In Figure 4.2, the effective capacity is reported as a famctf the chunk dimension
with 7. = 3.2 us andv = 100 km/h. It can be seen that the optimum chunk dimension is
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Table 4.1: Parameters used for the ca

Iculation of the @ffecapacity.

Carrier frequencyf. | 5GHz
Bandwidth,B 40 MHz
No. of sub-carriersV | 1024
No. of users K 16
P/crf] 5dB
rate of control data;, 1
No. of MCSs,() 10

8 sub-carriers by 18 OFDM symbols. The corresponding oaetfeh in (4.25) and the

maximum effective capaci@jftff;max in (4.26) are 5.56% and 3.06 bits/s/Hz, respectively.

It has be seen from (A.9) that the capaccftgffpt is a function of the normalized chunk
dimension, and a higher capacity is achieved in case of danmarmalized chunk dimen-
sion. Moreover, the normalized chunk dimension is recigrtathe coherence bandwidth
and coherence time, cf. (4.22) and (4.23). Hence, for a gieimk dimension, when the
values of the coherence bandwidth and/or the coherenceatienkarge, the performance
degradation will not be so critical. It follows that the pmrhance degradation can be
traded for overhead reduction, resulting in a large optincbomk dimension.

In Table 4.2, the optimum chunk dimension, the maximizedaife capacity as well as
the corresponding overhead are reported for two typicglgugation scenarios with differ-
ent multi-path delay spreads o600 ns and3200 ns and velocity of 100 km/h. As expected,
compared to the scenario with = 3200 ns, the optimum chunk dimension is larger and
the corresponding maximum effective capacity is highetttierscenario with the smaller
delay spread, = 1600 ns.

Table 4.2: Optimal chunk dimensions in scenarios with d#fifeé multi-path delay spread.

Max Delay Spread Eff. Capacity| Opt. Chunk Dimension Overhead
[us) [bits/s/HZ (MsubMsymb)
1.6 3.18 (12,16) 4.17%
3.2 3.06 (8,18) 5.56%
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Cott ma = 306 at (8,18)

512

Effective capacity [bits/s/Hz]

Figure 4.2: Effective capacity achieved by the adaptiveusse allocation with different
chunk dimensions;,..x = 3.2us andv = 100 km/h.

Similarly, the optimum chunk dimension is larger and theregponding maximum ca-
pacity is higher for a scenario with a larger coherence tinee, at a lower velocity, as
shown in Table 4.3.

Table 4.3: Optimal chunk dimensions in scenarios with dfet velocities.

Mobility | Eff. Capacity| Opt. Chunk Dimension Overhead
[km/h] [bits/s/Hz (N3 M eymb)
30 3.24 (6,44) 3.03%
100 3.06 (8,18) 5.56%
200 2.91 (10,10) 8.00%

4.3 Optimization of Channel Update Interval

4.3.1 Introduction

Adaptive resource allocation as well as AMC allows efficierploitation of high multi-
user diversity gain through frequency-adaptive transimmsbased on the instantaneous

74



4.3 Optimization of Channel Update Interval

CSI. However, pilot insertion for the measurement andfgmaling of the CSl leads to ad-
ditional overhead. Moreover, the measured and/or the begh&SI feedback may differ

from the ideal one. In general, a high accuracy of CSI reguaréigh overhead, which

results in a trade-off between the CSI accuracy that afteetedaptation gain, and the re-
quired overhead that reduces the overall throughput. Eurtbre, in a time-variant chan-
nel, the CSI shall be updated after certain interval whercti@nel is different from the

previous measurement/feedback. A short update intervedesatoo high overhead that
cannot be compensated by the adaptation gain, whilst witlo gohg update interval the

CSI does not match with the current channel status and thgattan gain degrades.

In this section, a method to identify the optimum updaterirge which maximizes the
system performance in terms of effective throughput, isudised. This method has been
firstly introduced by the author of this thesis in [ZCLO05, Z@d]. The effective throughput
takes also the pilot and/or signaling overhead into accdiettT;,, denote the CSI update
interval in unit of frames. By supposing that the CSl is updah the current frame, this
CSI will be used for the resource allocation in the néxt frames including the current
one. The shortest update interval of 1 frame indicates tima&aCSl is available in each
frame. The optimum update interval is defined as the one fartwthe effective throughput
IS maximized.

By letting po(7,,) be the throughput as a function of the update intefijgl and by
assuming one CSI update requires a fractiasf the resources available in one frame, the
effective throughput is defined as

p=(1===)po(Tup)- (4.28)

The remainder of the section is organized as follows. IniBe&.3.2, the throughpui,
as a function of the update interval is derived by means otitions. In Section 4.3.3,
an analytical method to derive the optimum update intessarésented and the results are
discussed.

4.3.2 Derivation of Performance Loss due to Channel Mismatc h

In the section, the throughput as a function of the updatenmt, p(7,,), is derived
through simulations.

One BS sector with 16 users is simulated. Homogenous userassumed, i.e. the
average SNRs and the velocities of all users are supposesl ittehtical. As ideal CSI
update is further assumed, no channel mismatch exists witlpdate interval of 1 frame.
Moreover, adaptive resource allocation is carried out bgguthe SBI greedy algorithm
with max-min fairness strategy, i.e. SBI-FP, proposed ictiSa 3.3.3.
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In Figure 4.3, the average user throughpyts reported as a function of the update
interval 7,,, with an average SNR of 10dB and a velocity of 5km/h. As expkctiee
average user throughput decreases with increasing updateadl.

The SBI greedy algorithm aims at maximizing the throughpupioper bit and power
loading with respect to certain target CWER. On the basis@$hthat matches the actual
CSl only in the update frame, as the channel changes ovedtimé mobility, the channel
mismatch in the following frames will keep enlarging tiltICSI is updated again. Hence,
after a CSl update, the CWER achieved in each frame will keeyeasing along the time
and it will meet the target CWER only when the CSI is updateairagin Figure 4.4, the
average CWER of each frame is reported along with the frameximor several different
update intervals. Note that the CSI is updated in framie+ 7,,;,, 1 + 27, . . .. It can be
inferred that the shorter the update interval, the eartierdaverage CWER goes down to
the target one, resulting in lower average CWER and consgiguggher throughput.

In Figure 4.5(a), the average user throughpuas a function of the update interval,
is reported under the assumption of different velocitiesah be seen that the average user
throughput decreases more significantly for higher veyodihis is quite reasonable. With
the same update interval, the channel mismatch increaslksnereasing velocity due to
more rapidly varying channel.

As the channel time variability can be characterized by thenoel coherence time
Teon(v) in (2.21), the relative update interval defined as the upiideval divided by the
coherence time is introduced. By lettifig denote the frame duration, the relative update
interval 77, is defined as

/A tup : Tf

up Tcoh</U)’
It can be inferred from Figure 4.5(b) that the relationshepaeen the average user through-
put and the relative update interval is almost the same ftardnt velocities.

(4.29)

By letting py(77,,) denote the average throughput as a function of the relapdate
interval 77, for any arbitrary velocity, the effective throughput inZ8) is given by

o ﬁ _ / o _ﬁ L= Tupr
(2 - (- ) w5, e

which is a function of overhead factgr the velocityv and the update intervdl,,,.

4.3.3 Derivation of Optimum Channel Update Interval

In this section, the optimum update interval at any arbjtvalocity is derived. From (4.30)
and Figure 4.5, it can be inferred that once the functigiT} ) is obtained by means of
curve fitting from the simulation results corresponding tedain velocity, the optimum
update interval at any arbitrary velocity can be calculated
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Figure 4.3: Average user throughput achieved by the adapmisource allocation at differ-
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Figure 4.5: Comparison of average user throughput achieyetiaptive resource alloca-
tion at different velocities.

As shown in Figure 4.6, the numerical results of throughput;,,) can be approxi-
mately regarded as being linear with respect to the relapesate interval; .. By approx-
imating the throughput(77,,) by the linear function

ﬁO(Tup> ~ _gl : Tlllp + 507 (431)
the effective throughput in (4.30) is given by
oy BN . TwIi
p<B7U7Tup) - (1 Tup) ( fl Tcoh(v> +€0 . (432)

From (4.32), the optimum update interval, ., as well as the maximum effective
throughputp,,.x can be derived as a function of the overhehdnd the velocityv, as
stated in following theorem proved in Appendix A.2.

Theorem 1 Under the assumption of the throughput being linear witlpess to the rela-
tive update interval as described in (4.32), the optimumat@dhterval is proportional to
the square root of the ratio between the overhgaahd the velocity

_ §oc é
Tup,opt = a1, : \/; ) (4.33)

with ¢ and f. being the speed of light and the carrier frequency, respebti The corre-
sponding maximum effective throughput can be expressedjaadatic function ot/ v,

le.
Pmax = p<Tup,opt> = flﬂ%(\/@y -2 \/ €1€0Tf%\/@ + 507 (434)

which moronically decreases witfi5v.
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Figure 4.6: Curve Fitting. v =5km/h, SNR = 10 dB.

From the theorem, following conclusion can be drawn.

 With increasing velocity, both the optimum update interval,, ... in (4.33) and
the maximum effective throughput decreases, as depictéthure 4.7(a). In Fig-
ure 4.7, the effective user throughput is depicted as thetitum of update interval
for different velocities under the assumptiond& 1/6 1.

« By substituting (2.21) and (4.33) into (4.29), the optimrefative update interval is
given by

Tl oot = Soltfe NED (4.35)
’ ic

Thus, with increasing velocity, the optimum relative update intervaj . in-
creases, as depicted in Figure 4.7(b). Since the channslatgh is proportional to
the relative update interval, more insights can be infefireioh Figure 4.7(b). As ex-

plained in Section 4.3.1, optimizing the update intervalsssts in finding the trade-
off between the overhead caused by the CSI update and thanladsptation gain

1The assumption of equal to 1/6 comes from the following consideration: untierassumption of TDD
operation mode, an estimate of the channel is supposed tathieed by measuring the pilots periodically
inserted in uplink. In the considered system, each framaist;of128 x 1 chunks and each chunk
consists of 8 sub-carriers and 12 symbols, cf. Table 2.3.rk&asonable to assume that one pilot symbol
per chunk per antenna is required for each user to measumchttrmel [IST05a]. Suppose there are
K = 8 active users in the system at each user is configured with hienaas, totallyl x 8 x 2 pilot
symbols are required for one channel measurement, afd=s6l x 8 x 2)/(8 x 2) = 1/6.
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Figure 4.7: Optimum update intervals at different vel@sfiSNR = 10 dB.

due to the mismatched CSI. At a low velocity, as the channes$ dot change rapidly,
the CSI does not need to be updated very often. It followsttteabverhead is not so
relevant as at high velocities, and the loss of adaptationtiEromes relatively more
critical. Hence, less loss of the adaptation gain shouldisered by decreasing the
relative update interval) S at lower velocities.

« With increasing cost for the CSI update, as expressed,bhe optimum update
intervalT,,;, op¢ IN (4.33) increases and the maximum effective throughpatesdeses,
as depicted in Figure 4.8. This can be explained by the fatigwa larger update
interval is desired so as to reduce the overhead when thetropaverhead becomes
more dominant due to the higher cost of the CSI update.

4.4 Optimization of Adaptive Resource Allocation
with Reduced Channel Feedback

4.4.1 Introduction

Provided with full CSl, the AP equipped with multiple antasrcan serve multiple users on
orthogonal beams of the same chunk by means of ZFBF, cf.de2tb.3. In this way, co-
located users share the same chunk but experience no ieteséefrom each other. Further
on, algorithms enabling joint optimization of adaptive Q¥R and adaptive SDMA have
been proposed and evaluated in Chapter 3 under the assuarnti@t FBF is applied based
on full CSI at the transmitter. In order to let the AP acquu# €SI, however, additional
overhead needs to be introduced, which might be unaffoedalgractical applications, es-
pecially in high user mobility scenarios. There exist otteahiniques that enable SDMA
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but require much less channel information, such as adapéwe-orthogonal beamform-
ing [FN95, SB04a] and fixed grid-of-beam (GoB) beamforming.

Adaptive semi-orthogonal beamforming enables multiplersito share the same re-
source by transmitting over semi-orthogonal beams budbating to the second-order
statistics of the channel matrix, i.e. the channel con@atamatrix [FN95, SBO4a]. Lef;, ,,
denote the receive beamforming vector of us@n chunkn and further assume that it is
normalized, i.e.

[fnll = 1. (4.36)

Let/, denote the set of users served on chunk, ,, denote the transmit power of user
on chunkn, wy, ,, denote the transmit beamforming vector of usends? denote the noise
power. Thus, from (2.35) and (2.36) the receive SINR of ésen chunkn is derived as

Pk,n|flgnHk,an,n|2

Zj% Pyl B, Hy W n|? + 02
J

SINRy,.,, = (4.37)

When using adaptive semi-orthogonal beamforming, theip@hoice of one user’s
transmit beamforming vector becomes a complicated tas&usecit also affects the in-
terference experienced by other co-located users [SBOsijshown in [SB04a] and in
the references therein, the downlink beamforming problegenerally formulated as op-
timization of the transmit beamforming vecter, and power allocatiom ,, subject to
users’ individual target SINRs. A rapidly converging itéva algorithm has been proposed
in [SB04a] by converting the downlink beamforming problemoian equivalent dual up-
link problem.
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As AMC is allowed in the considered system, users have no tixegpet SINR values,
but the suitable MCS can be adaptively chosen accordingetretteive SINR. When AMC
is enabled, adaptive power allocation is not critical anyrerend equal power allocation
can yield already good results [BPS98]. Therefore, fixed groallocation in terms of
equal power sharing is assumed in the following. Moreovagrg all the existing semi-
orthogonal beamforming schemes, the so called GenerdlieEshbeamforming is able to
balance the useful signal enhancement and the interferedoetion [Zet95], and so it is
adopted in this work.

It can be seen in (4.37) that the receive SINR of each userdividual chunks cannot
be calculated without full CSI. If a short-term channel dgaindicator (CQIl), e.g. the
channel norms of individual chunks, is available, the SINIR be estimated based on the
short-term CQI and the channel correlation matrix, as dised in Section 4.4.2. However,
the estimation error results in performance worse thanaggde

Fixed GoB beamforming has been proposed in [SHO5]. Indep@ndata streams are
supposed to be transmitted over the beams simultaneous$edBon periodic pilot trans-
mission over the beams, each user can measure the SINR obeachand feed back the
index of the best beam along with the corresponding SINRs &pproach is generally not
optimum since the beams are not adapted to the channel mmsdiHowever, compared
to adaptive semi-orthogonal beamforming, e.g. genechkzgenbeamforming, fixed GoB
beamforming may benefit from precise AMC based on accuratvue SINR.

The remainder of the section is organized as follows. IniBect.4.2, after review-
ing the generalized eigenbeamforming, the methods fomasitig receive SINR based
on channel correlation matrix and short-term CQI are predodn Section 4.4.3, fixed
GoB beamforming is reviewed and the estimation of the rec8iNR is discussed. Their
performance is then presented and compared in Section 4.4.4

4.4.2 Generalized Eigenbeamforming

In this section, after reviewing the generalized eigenbdeaming, the methods for esti-
mating receive SINR based on channel correlation matrixsaiodt-term CQI are proposed
and analyzed.

When the channel varies rapidly due to high user mobilityetomes impossible for the
AP to obtain full CSI due to unaffordable signaling overhebldwever, SDMA can sitill
be conveniently constructed through eigenbeamforminignigcies based on the channel
correlation matrix [SBO4a]. By denoting witH, ,,(¢) the time-varying channel matrix of
userk on chunkn at timet, the channel correlation matrix of users given by

R = E[Hy () Hy (1)), (4.38)

where the expectation is taken over frames as well as ovelnatiks available in the frame.
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The generalized eigenbeamforming approach aims at batatteg useful signal enhance-
ment and the interference reduction by choosing the trarssaimforming vectow, as

H
R
W) = arg max W W (4.39)
w WH (Zjeu,]#k Rj + ﬁkl) Y%
[Zet95], wheres,, is a scaling factor and is suggested to be chosen as
0.1
fr= 3 tr [ > Rj] (4.40)
JEU,jFk

in [SBO06].

It can be inferred from (4.39) that the transmit beamformiagtor of a given user also
depends on the transmit beamforming vectors of other catdolcusers. Hence, the com-
putation of beamforming vectoss;, and thus the estimation of the receive SINRIRy, ,,
in (4.37) can only be carried out at the AP.

Two methods are proposed by the author of this thesis in [ZT#0estimate the receive
SINR under the assumption that the normalized channellatio®e matrix,

_ R,
R, = (4.41)
IRyl
and the short-term CQI in terms of chunk-specific channeimor
Ik = | Hynll (4.42)

are available at the AP.

In the first method, by ignoring the receive beamforming oeft,,, the receive SINR
in (4.37) can be expressed as
Pk,nW;I;IRka

v ) (4.43)
Zjiul: Pj,nW?Rij + Uz/gz,n
J

SINRy,, =

Since the use of multiple receive antennas enables sigmaneerment and/or interfer-
ence reduction, by neglecting the actual receive beamfywéctor, the SINR prediction

in (4.43) is in general pessimistic, thus resulting in comsve AMC. In other words, a

MCS supporting higher data rate could be actually suppoFRedthis reason, the general-
ized eigenbeamforming approach based on this consenesiiraate of the receive SINR
is referred to as GenEigBF-CONS hereatter.

The second method for the estimate of the receive SINR reliean approximation
of the channel matrix. Based on the eigenvalue decomposfithe channel correlation
matrix

R = VA V] (4.44)
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the channel matril; ,, can be approximated by the firsf, , dominant eigenvectors and
eigenvalues as

~

H
Hin = Gk [ MeaVenr - Mo, Ve, | (4.45)

with M, ;, being the number of receive antenna of usgiHay96]. By knowing the chan-
nel matrixﬂk,n, the receive beamforming vectfyr,, can be determined by assuming e.qg.
MMSE filtering according to (2.46), and the receive SINR daamntbe computed according
to (4.37). Due to the existing approximation error of theragpnated channel matrifdm

in (4.45), the receive SINR is generally overestimated asith results in an aggressive
AMC, referred to as GenEigBF-AGGR.

4.4.3 Fixed GoB Beamforming

In this section, fixed GoB beamforming is reviewed and thieregton of the receive SINR
is discussed.

In case of fixed GoB beamforming, the AP constru@tseams

B={b}.q=1,...,Q, (4.46)

and independent data streams are then transmitted over llkams with equally distrib-
uted power

PC un
po = 22 . (4.47)

simultaneously. The&) beams are supposed to be configured in such a way to not only
enhance the average beamforming gain but also to reducatdréerence among beams.
According to (4.37), combined with the transmit powegin (4.47) and the transmit beam-
forming vectorb, in (4.46), the SINR of beam experienced by uséron chunkn is given

by

||flgn,qu7an||2

.
ZJQ=17j#q ‘flgnqukv”bj”Q - %
The AP is supposed to transmit dedicated pilots, i.e. pdoestransmitted over individual
beams. In this way, the users are allowed to measure the SiB&b beam without know-
ing the transmit beamforming vectors. Based on the measiii¢R values for all beams
on each chunk, users feed back the index of the best beam witinghe corresponding
SINR for each chunk.

In general, the GoB constructed for different chunks canifferdnt. In [SHO5], the
GoB is chosen a§ random orthonormal vectors, which are generated indepeiyder
each chunk according to an isotropic distribution.

(4.48)

SINRy g =

As introduced in Section 2.3, in the considered typical arbeacro-cellular scenario,
the channel correlation at the BS can be characterized by#nme AoD with certain small
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angular spread. From (2.6) and by lettihg denote the channel response on the first
antenna element, the channel response ofifhelement uniform linear array (ULA) with
antenna spacingfor a signal coming from the Aol is equal to

hag, a(¢) = ho - [1, el Fdedsin(9) =i (M—1)dsin(@)|T (4.49)

Thus, the corresponding transmit beamforming vector thetimizes the signal coming
from the AoD¢ is
_ hHand((b)

= g, o)) (4.50)

[Hay96].

For the considered antenna array, i.e. 4-element ULA with Wwavelength an-
tenna spacing, cf. Table 2.1, four beams with equally disted main directions of
[—45°, —15°,15°,45°] can cover the 120sector, as seen in Figure 4.9(a). Moreover, due
to the high interference between neighboring beams, ontyneghboring beams can be
simultaneously active in the same chunk. Here it is assumsiiply assign the beam pair
(1,3) to odd chunks and the beam pair (2,4) to even chunks, i.e

[ {a(—45°),a(15°)}, n=0,2,...
B = { {a(—15%), a(459)}. n=1,3.. .. (4.51)

Additionally, Chebyshev tapering is introduced to furtheduce the side-lobe level and in
turn the interference among beams [Dol47], as depictedguargi4.9(b).
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k=3 k=3
g -10¢ g -10¢
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K K
& -20 & -20
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(a) Without Chebyshev tappering. (b) With Chebyshev tappering, side-lobe suppression
of 21dB.

Figure 4.9: Antenna pattern of the GoB in a 2X&ctor.

By following the SUI algorithm proposed in Section 3.3.3¢ tiisers are successively
added on every chunk until performance decreases, andhbusutmber of added users
can vary between one and the number of beaf)g, It has to be noticed that during pilot
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transmission each user measures the receive SINR of thbdmstby assuming all beams
are used, denoted 8NR(B,). As a consequence, whéi,| < |B,]|, the actual receive
SINR of userk on chunkn is upper bounded by

SINRy,,, (Uy,) > %SINRk,n(Bn) (4.52)

Itis observed that, as illustrated in Figure 4.10, the gppbwer spectrum has about the
same width as the beam in GoB for the considered typical unteero-cellular scenario.
This indicates that each user tends to select the same beanthevwhole bandwidth.
Therefore, the selection of the best beam has not to be reetgshunk-specific. There-
fore, it is proposed to select the best beam on a long-teris,lEag. every several frames,
so as to reduce the amount of the feedback.

_10,

_15,

Spatial power sprectrum [dB]

_2 L L ' {\ L L L L
—%O -60 -40 -20 0 20 40 60 80
Signal direction [degree]

Figure 4.10: Spatial power spectrum in the considered urbacro scenario.

4.4.4 Simulative Comparison

In this section, the performance achieved by the two SDMAeswds, generalized eigen-
beamforming and fixed GoB, is evaluated by means of simulati@®ne BS sector with

16 uniformly distributed users is simulated. All users asumned to experience an iden-
tical average SNR. Moreover, adaptive resource allocasicarried out by using the SUI

greedy algorithm with max-min fairness strategy, i.e. $BJ-proposed in Section 3.3.3.
The simulation results are reported in terms of averagethsaughput as a function of the

average SNR.
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The performance of generalized eigenbeamforming, cf. i@eet.4.2, is depicted in
Figure 4.11(a).
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Figure 4.11: Comparison of the different estimation megiiod receive SINR achieved by
generalized eigenbeamforming in terms of average useughiaut, SUI-FP.

GenEigBF-IDEAL (dashed curve) yields an upper bound siricdepicts the per-
formance achievable when assuming the receive SINR is gibrfenown at the BS.
GenEigBF-CONS (solid curve with circles) and GenEigBF-A&&solid curve with
squares) represent the performance based on the congeSAER estimate in (4.43) and
the aggressive SINR estimate in (4.45), respectively. ritloa inferred that GenEigBF-
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CONS achieves better performance than GenEigBF-AGGRc¢atidig that conservative
resource allocation is beneficial. This result can be erpthby considering also the aver-
age rate of transmitted bits reported for all the three wasian Figure 4.11(b). Compared to
GenEigBF-IDEAL, GenEigBF-CONS has lower throughput besedess bits are transmit-
ted, whilst for GenEigBF-AGGR, although more bits are traitted, the throughput is still
lower, as seen in Figure 4.11(a), which is because of high¥ER due to overestimated
the SINR.

It can be inferred from Figure 4.11(a) that the performaregradation due to the inac-
curate SINR estimation is quite considerable, especiatygh SNR when the interference
becomes dominant. The effect of imperfect SINR estimateonie compensated by adding
a further CQI feedback. After the resource allocation basethe channel correlation ma-
trix and the first CQI feedback in terms of channel norm hasbeeried out, the BS
transmits dedicated pilots over the adaptively determbresins and all users measure the
receive SINR on the assigned beam to signal back the secohte€dpack. This second
CQI feedback is then used by the BS to perform AMC, with conset|significant perfor-
mance improvement, as shown by GenEigBF-CONS-2CQI (dagled with circles) and
by GenEigBF-AGGR-2CQI (dashed curve with squares) in lguil(a). However, the
second CQI feedback implies additional feedback overhesadedl as additional feedback
delay.

Indeed, the performance degradation due to imperfect @ét&mowledge, indicated by
e.g. the difference between GenEigBF-IDEAL and GenEigBPNGS, is caused by two
folds, non-ideal resource allocation and non-ideal AMC.ideal AMC is applied in the
case of GenEigBF-CONS-2CQlI, the degradation due to naal-AlIC is indicated by the
difference with respect to GenEigBF-CONS. The effect of-iaeal resource allocation is
then illustrated by the difference between GenEigBF-IDEAId GenEigBF-CONS-2CQI.
From Figure 4.11(a), it can be inferred that the degradatiento non-ideal AMC in case
of aggressive allocation is much greater than that in casertdervative allocation, but the
degradation due to non-ideal resource allocation is sinmilboth cases.

The performance of adaptive resource allocation based ed 0B is depicted in Fig-
ure 4.12. The solid and dashed curves with crosses repribseperformance with chunk-
specific and long-term beam selection, respectively. Ithmeeen that the two curves are
overlapping, indicating there is almost no performanceadgfion due to long-term beam
selection, as expected in Section 4.4.3.

The performance of generalized eigenbeamforming is deg@giain in Figure 4.12 for
the purpose of comparison. It can be seen that generaligedl@amforming relying on
twice CQI feedback, GenEigBF-CONS-2CQI (dashed curve wiittles), achieves better
performance than fixed GoB based SDMA (solid curve with @e}ksThis is because in the
case of generalized eigenbeamforming, the beamformirtgrseare adaptively determined
to maximize the signal power while minimizing the multi-useterference for a given
group of users. However, generalized eigenbeamforming amly one CQI feedback,

88



4.5 Optimization of Uplink Bandwidth Request Transmissidechanism

=
[}

——GoB
- x- GoB-ReducedFB
- - - GenEigBF-IDEAL
| —-©—GenEigBF-CONS
-©- GenEigBF-CONS-2CQlI
—ZFBF

=
N

0o

Average user throughput [Mbps]
N

0 5 10 15 20 25
Average SNR [dB]

Figure 4.12: Comparison of the SDMA schemes based on diffdseamforming tech-
niques in terms of average user throughout, SUI-FP.

GenEigBF-CONS (solid curve with circles), suffers from rideal AMC and it does not
exhibit any gain over fixed GoB in the higher SNR region.

Moreover, the performance of ZFBF is also reported in Figufe. It is obvious that
ZFBF (solid curve) based on full CSl yields the highest tigtmput, especially in high SNR
region.

4.5 Optimization of Uplink Bandwidth Request
Transmission Mechanism

4.5.1 Introduction

In cellular system, it is the AP that controls the resourdacatkion in the downlink as well
as in the uplink. There is no multiple access problem in therdiok since the AP is the
only transmitter, but in the uplink all users see a multigleass channel. The uplink part of
the frame is generally divided into a contention period apdréod for transmission of data
payload, cf. Section 2.6. In general, the user that has patké&ansmit asks for allocation
of resources by sending a bandwidth request (BW-REQ) to thenAhe contention period
and then transmits the packets in the data payload perioet tinel coordination of the AP,
as described in, e.qg., IEEE 802.16 [IEEO4]. In other worlds AP acquires the knowledge
of the amount of uplink data through the requests transditjeusers.
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For periodically generated packets with fixed length, e.gckpts carrying real-time
streaming services, there is no need to send BW-REQ for ezaitep The more efficient
way is to transmit a BW-REQ to reserve a fixed amount of ressuior each frame there-
after and another one to cancel the previous reservatiom Wieedata stream ends. For
packets carrying data services, since the packet arrit@las well as the packet length
IS not constant, reserving resources for each frame is fujséand so BW-REQ can be
transmitted for each packet. As a result, the BW-REQ is dteraed as bursty for both
constant bit-rate traffic and variable bit-rate traffic. himstSubsection, the request arrival
is assumed to be modeled as Bernoulli process with a paramate. the arrival of a new
BW-REQ occurs with probability, 0 < A < 1, in every frames.

The performance of BW-REQ transmission schemes is comnmagsured in terms of
delay of the BW-REQ transmission, which can be defined asuh®er of frames between
the arrival and the successful transmission of the BW-RE§dr delay is desired in order
to enable the AP to obtain instant traffic condition. In gahencreasing the contention
period results in a lower delay. However, since both comenperiod and data payload
period share the same amount of the uplink resources, thease of contention period
decreases the available resources for data payload tresismand thus reduces the data
throughput. Therefore, an efficient usage of the contenienod is very important to
improve the system performance.

Two principle schemes, namely polling and random accesd)eased for the BW-REQ
transmission [Tan96]. Polling means that all users trantimei BW-REQ in a collision
free manner, i.e. on separated resources [Tan96]. For maagoess, the transmission is
contention-based and so a collision avoidance algorithususlly defined [Tan96]. IEEE
802.16 standard supports both polling and random accesshwatopts slotted ALOHA
protocol and truncated binary exponential back-off (TBER)orithm [IEE04], as intro-
duced in the following.

Define a transmission opportunity (TO) as the resourcesinetjlby transmitting one
BW-REQ. It is then assumed that there are in tdtausers in the system and the AP
allocatesV TOs for the BW-REQ transmission in each frame.

In case of polling, each user is polled by the AP to transnatBW-REQ, i.e. users
transmit the BW-REQ on th& TOs in a round-robin manner. By assuming that the BW-
REQ cannot be transmitted in the same frame when it arrihesminimum delay is one
frame. Itis then readily derived that the delay is uniformistributed between 1 and /N
frames. Thus, the average delay for the BW-REQ transmissithrpolling d*°'V is equal

to
N/K

gPol) — Z =3 +—. (4.53)

i=1

In case of random access, users randomly select one TO sntitariThe collisions is
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handled by the TBEB algorithm [IEEO4]. The TBEB algorithmpigrameterized by two
values, i.e. the initial back-off window siz&, and the maximum back-off stage, which

is usually broadcasted by the AP in the control message BEEhe TBEB algorithm is
briefly described as follows. Before each transmissiomgitea user uniformly chooses an
integer numbet; from the interval0, W; — 1], wherelV; is the current value of its back-off
window. The chosen valug, referred to as a back-off counter, indicates the numbeOsf T
the user has to wait before the transmission attempt. Fdirté¢ransmission attempt, the
back-off window isi¥,. When a collision happens, the user doubles its back-offiauin
value, and so the back-off window aftecollisionsV; is given by

Wi =215, (4.54)

which is usually named the window size of théh back-off stage [Tan96]. The back-off
window is not doubled if it reaches the maximum valigl,. In the case of the successful
transmission the back-off window is reset to the minimunue&l,. The standard [IEE04]
does not define any relationship between the initial baékvmidow sizelV; and the num-
ber N of TOs in the frame . However, it is noticed that)if, < N, some TOs will never
be used during the first transmission attempt. Hence, bytoheywith L a natural number,
let the initial window sizél, be multiple of the numbeé¥ of TOs, i.e.

Wy = LN. (4.55)
As a result, the transmission attempt is uniformly distidolover theV available TOs.

In the following analysis, ideal channel condition is assdmi.e. if exactly one user
transmits in a TO, the transmission is successful. Furtbezmthe user is assumed to
receive a feedback, indicating whether the transmissi@uésessful, from the AP at the
beginning of the next frame right after the transmission.

The remainder of the section is organized as follows. Thé/toal derivation of the per-
formance for random access is presented in Section 4.5.3edtion 4.5.3, the optimum
parameterizations of the random access is discussed, andothknowing the average
delay achieved by polling and random access schemes, tiee B&-REQ scheme that re-
sults in lower delay can then be identified for different suéys. Finally, a novel approach
enabling more efficient use of the contention period for BBERransmission is proposed
in Section 4.5.4.

4.5.2 Analytical Derivation of Performance of Random Acces S
In this section, the performance of random access for BW-REGEmMission is analytically
derived.

The TBEB algorithm has been extensively analyzed for Wa®leAN in [Bia00]. The
key assumption of the analysis for random access is thaacatteansmission attempt, re-
gardless of the number of retransmissions suffered, eacHRBE® transmission collides
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with constant and independent probability This assumption leads to more accurate re-
sults as long as the numbErof users and the back-off windo; get larger [Bia00]. The
probability p is referred to as conditional collision probability, meanithe probability of

a collision seen by a request transmitted.

The average delay measured in numbers of frames can be segr@s a function of the
conditional collision probability as follows. Since the back-off counter at thth stage
is uniformly chosen between 0 amtd; — 1, and the number of frames the user has to wait
before transmission is uniformly distributed between 0 apd- 1, the resulting average
delay at stage, denoted withi;, is given by

2L —1 .
- 1 2L —1
d = — | = . 4.56
i = 5T > " J 5 (4.56)

J=0

As the collision happens with the probability pfthe average delay over all stages has a
geometrical distribution and is calculated as

[e.9]

d=14(1-p) <Z(pi Sdy+ Y (P> di+(i- m)dm)> . (4.57)

i= j= i=m+1 =0

By substituting (4.56) into (4.57), the average delayf the BW-REQ transmission using
random access can be expressed as the function of the coradlitiollision probabilityp
as

1 L(l_p_Qmperl)

20—=p)  2(1-2p)(1 —p)

In the following, the analytical derivation of the conditi@ collision probabilityp is
presented. Adopt the discrete time scaleith ¢t andt + 1 representing the beginning of
two consecutive TOs. Lef(t) be the stochastic process representing the back-off agunte
ands(t) be the stochastic processes representing the back-off sfaggiven user. It has
been shown in [Bia00] that the bi-dimensional procésg), ¢(t)} can be modeled with
the discrete-time Markov chain depicted in Figure 4.13.0Wit

d= (4.58)

P{il,nl‘io,no} = P{S(t-'- 1) = il,C(t + 1) = n1|s(t) = ’io,C(t) = no}, (459)

the Markov chain is described by the following transitionlmabilities,

Plinliin+1Y =1, ie[0,m],ne0,W, -2 (4.60)
P{0,nli, 0} = 1W;Op, i€ [0,m),n € [0,W; — 1] (4.61)
P{i,n|z’—1,0}:%, i€ [1,m],ne0,W; —1]; (4.62)
P{m,n|m,0} = Wﬁm, ne o, W, —1]. (4.63)
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Successful Transmision

Figure 4.13: Markov chain model of the TBEB algorithm [Bi&00
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[Bia00]. (4.60) accounts for the fact that the back-off deun(t) is decreased by 1 at the
beginning of each TO. (4.61) describes the fact that folhgaé successful transmission
with probability (1 — p), a new transmission starts with back-off stéigend the back-off
counter is uniformly chosen frohnto W, — 1. (4.61) describes that following a collision
with probability p, the back-off stage is increased by litand the back-off counter is
uniformly chosen fron) to W; — 1 accordingly. Let

bin = tlim P{s(t) =i,c(t)=n}, i=0,....mn=0,... W, —1 (4.64)
denote the stationary distribution of the Markov chain.dslibeen shown [Bia00] that all
the value9, ,, can be expressed as functions of the valueand of the conditional collision
probabilityp, i.e.

b — WW_ P hosi € [0,m],n € [1,W; — 1], (4.65)
. pibOVQ, 1€ [1, m — 1]
bio = { it . (4.66)

By summarizing the probabilities of the states in whi¢h is equal to zero, the proba-
bility of a user to transmit in a frame, denoted wijth, is given by

P = PLeft) =0} = 3 by = 20 (4.67)

So far, the Markov chain model for the TBEB algorithm propbse[Bia00] has been
reviewed. However, this model cannot be directly applietheoconsidered system which
is a frame-based system, as explained in the following.

In the considered frame-based system, there are two sihgain which the back-off
process will not continue, and so additional idle statestia\be introduced correspond-

ingly.

Firstly, after a transmission attempt, the user does notathately know whether the
transmission is successful or not until the beginning ofrteet frame, and so it will wait
till the next frame to continue the back-off process. Thatsigppose the transmission
attempt happens in theth TO of the totalV, the back-off process of that user will wait
for N — n TOs before continuing. Because the back-off counter isoumlfy chosen from
W; values which is equal to multiples @¥, the distribution of the number of TOs that
the user will wait before the re-start of the back-off pracesuniformly distributed over
[0, K — 1]. Thus, the author of this thesis suggests, in [VZLT05],adtrcing(N — 1) idle
states, depicted in rectangles, in the Markov chain, as showigure 4.14.
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Transmission attempt

YN

Figure 4.14: Markov chain model of the idle states aftergnaission attempt in the frame-
based TBEB algorithm.

Let z(¢) denote the number of TOs to wait before the back-off processimues, the
corresponding transition probabilities are

N -2
N —1.

(4.68)

Pl{z(t+1)=nlz{t)=n+1} =1, n=1,...,

P{z(t + 1) = n|transmission attempt= +, n=1,...,
With the probability of transmission attemyat,, the stationary distribution of theV — 1)
idle states after a transmission attempt

x, = lim P{z(t)=n}, nell,N—1] (4.69)

t—o0

is derived from (4.68) as
N—n
N

Pix- (4 70)

Secondly, after a successful transmission, the back-otfggsing will not restart if there
is no BW-REQ to be transmitted. It is assumed that the BW-R&@enerated or updated
in the beginning of each frame and include all the packetgeatiin the last frame. Since
new packet arrives in each frame with probabilltyafter a successful transmission, the
probability of a new generated BW-REQ is equaltoThus, when there is no BW-REQ
after a successful transmission, whose probabilifyt is \), the back-off process will be
stopped for the current frame, i.e. the néxtfTOs. Therefore)V idle states, depicted in
hexagons, are inserted after a successful transmissishpas in Figure 4.15.

By letting y(¢) denote the number of TOs to wait before the back-off processirc
ues after a successful transmission, the transition prlitysdamong the idle states in Fig-
ure 4.15is

P{y(t+1) = N — 1|successful transmissipr= 1 — A,
Ply(t+1)=N—1Jy(t) =0} =1 -\, (4.71)
P{y(t+1)=nly(t)=n+1} =1, nel0,N -2
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Successful transmission

Figure 4.15: Markov chain model of the idle states after sasful transmission in the
frame-based TBEB algorithm.

With the probability of a successful transmission beingadoip., (1 — p), the stationary
distribution of theN idle states after a successful transmission

Yn = tlirilo P{y(t)=n}, nel0,N—1] (4.72)
is given by
Yn = Yo, n e []-7N_ 1]7
4.73
{ yn-1 = (1=A)- (o + px(1 = p)).- (*.73)

From (4.73), it is obtained that

1—A
Yp = 5y px(1—p), nef0,N—1]. (4.74)

By substituting the expression gf, in (4.67) into (4.70) and (4.74), the values and
y, can be expressed as functions of the valugand of the conditional probability, i.e.

N —n N —n b070

Ty = Tptxz N 1_p7

1—AX
Yn = h\ 6070, n e [O,N — 1] (476)

nell,N-—1] (4.75)

Recall that the values ,, can be also expressed as functions of the vajyeand of the
conditional probabilityp, as seen from (4.65) and (4.66). By imposing the normabnati
condition, i.e. the sum of the stationary probability ofstltes in the Markov chain is 1

W;—1

m N—-1 N—-1
1= ZO Z; bij + Z; Tn + ZO Un, (4.77)
=0 j= n= n—=

bo,o can then be expressed as a function of conditional colligrobabilityp, i.e.

6070 — 1_(2 )31(1 - p) 1—)\ 9 (4.78)
(Wo+1) + pWo—==5—+ (N = 1) + 2N52(1 — p)

1-2
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By substituting (4.78) into (4.67), the probability that seu transmits in a randomly
chosen TOpy, is expressed as a function of the conditional probahjilitye.

b 2
th —= 070 — 17(2 )m T—x . (479)
I—p (Wo—f‘l)—l—pWOTgp—f‘(N—l)—l—QN%(l—p)

Furthermore, as the conditional collision probabifitis equal to the probability that at
least one of thé N — 1) other users transmit, it yields

p=1—(1—-pu)" " (4.80)

From equations (4.79) and (4.80), the two unknowns, theitiondl collision probabil-
ity p and the transmission probability,, can be solved. Once the conditional collision
probability p is known, the performance of the BW-REQ transmission in seofithe av-
erage delay can be calculated according to (4.58).

In order to verify the presented analytical derivation & gerformance for random ac-
cess, the analytically computed results are compared héthesults obtained by means of
numerical simulation. The performance in terms of averagdayds depicted as a function
of the arrival rate of the BW-REQ), in Figure 4.16, for two different sets of parameters
adjustable in TBEB algorithm/, andm. The analytical results are represented in curves,
and the simulated results represented with markers arevakeraged over 5000 frames.
It can be seen in Figure 4.16(a) that, the analytical resoéist the simulative ones quite
well over different BW-REQ arrival raté ranging from 0O to 1.0. It is obvious that at high
arrival rate of BW-REQ, polling is desired compared to ramdaccess. In Figure 4.16(b),
the performance at the low arrival rate is reported in detail

4.5.3 Impact of Parameters in Random Access on Performance

As shown in Section 4.5, the random access scheme is paraadtby L. andm which
determine the initial window size and the maximum back-tdQe, respectively. In this
section, the impact of parameters in random access is disdwsd the method for opti-
mizing the performance, i.e. minimizing the average deleyre BW-REQ transmission,
is presented.

With the knowledge of the numbét of users , the numbeN of TOs and the arrival
rate\ of BW-REQ, the parameters for TBEB algorithimandm, should be selected in such
a way that the average delay is minimized and the correspgnafirameters are referred
to as optimum parameters.

In Figure 4.17, the optimum parameters, ., m.) are reported versus different BW-
REQ arrival rate for a givenK and N. It can be inferred thaL,, is always equal to
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Figure 4.16: Comparison of the analytical results and theukitive results in terms of
average delayx’ = 48, N=6.
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one andm,, increases with the arrival rate Thus, it can be concluded that in order to
minimize the average delay, the initial window size showddalways selected as small as
possible, i.e.. = 1, while the maximum back-off stage should be selected acugid
the given scenario characterized By N and.
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& mopt
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Te)

Optimal parameters

OE_)' 0.005 0.01 0.015 0.02 0.025
Probablity of BW-REQ arrival in a frame, A

Figure 4.17: Optimum parameters of the TBEB algorithm fdfedent BW-REQ arrival
rates,K = 48, N = 3.

From (4.53), it can be seen that the average delay achievembliyig scheme only
depends on the ratio between the number of users and the nofiil@s, K/ N, regardless
the absolute values a¥ and K. In Figure 4.18, the average delay achieved by random
access are reported for four cases:

(1). K =48 andN = 3,
(2). K =16andN =1,
(3). K =36andN = 3,

(4). K =12andN =1.

In the first and the second cases, the rdtiaV is equal to 16, reported in solid curves
in Figure 4.18, and in the third and the fourth cases, the F&fiN is equal to 12, reported
in dashed curves in Figure 4.18. It can be interfered fronufeig.18 that the performance
of random access with differeit’ and NV is different even with the same ratig /N,
however, the difference is quite small and could be negiecte
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Figure 4.18: Performance comparison of random access wih fiatio K/N , L = 1,
m = 4.

4.5.4 An Efficient Grouping Mechanism for Random Access

In the section, a novel approach for random access propgs#telauthor of this thesis
in [ZCO06] is presented.

It is well known that high spectrum efficiency can be achielbgdneans of AMC, i.e.
by adapting MCS to the user’s channel condition, cf. SecBidh With different MCS,
the transmission of one BW-REQ requires different amoumtesburces. Suppose that
the AP is aware of the supportable MCSs of all users. In cagwlting, as it is the AP
that invites users to transmit, the AP can then correspghdassign the required amount
of resource for the user. However, in case of random accéissseas have to use the
same MCS, since they share the same contention period. én tardeceive the BW-REQ
from the cell border users which are usually penalized byelgrath-loss, the most robust
MCS should be assigned for the contention period. The uskeofame MCS by those
users close to the BS, who could support a more efficient M@8ecessarily reduces the
spectrum efficiency. In the following, a novel approach fandom access is presented,
which efficiently overcomes this limitation.

The main idea is that of dividing the total available resesrm the contention period
into several parts, e.g. groups of symbols, and assignifeyeint MCSs to each part. The
symbols in each group correspond to a certain number of T@seNAC layer as usual.
In other words, all TOs are organized in groups and each gcanpbe assigned with a
certain MCS. To transmit a BW-REQ, each user first decidethiisuitable MCS by e.g.
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estimating its channel quality from the received broadsagtals, and then transmits the
BW-REQ in the corresponding group of TOs. In this way, allrasee allowed to transmit

the request with the most efficient MCS they can support.&satiausers are automatically
divided into groups to perform BW-REQ transmission acaagdb their channel qualities

without any control from the AP side, no additional signglis needed by the AP to group
users.

Suppose that the contention period consistgafymbols and the length of one BW-
REQ isB bits. Let thenR, be the number of symbols assigned for transmission at-fate
by using the;-th MCS of totally@. The number of TOs in the-th part of the contention
period is

R,r
N, = qu

qg=1,....0. (4.81)

It is inferred form Section 4.5.3 that the performance ofd@n access in terms of the
average delay is almost identical while the ratio betweemtimber of users and the num-
ber of TOs is the same. In order to maintain the fairness amisegs, the average delay
for all users are the same or at least similar. Therefore gipting with K, the number of
users transmitting at ratg, the following relationship should be maintained,

K,
Vg=1,...,Q, ﬁq = constant (4.82)
q

According to relationships (4.81) and (4.82), the divistdnthe contention period consist-
ing of R symbols is obtained as

Kq
R,=R-—"—— q=1,...,Q. (4.83)
PO
By denoting withk, the percentage of users that selectgtib MCS,
~ K,
Kq:?q,qzl,...,Q, (4.84)

and substituting it into (4.83), the number of symbols assigfor theq-th part of the
contention period is given by

Ky
R,=R- —"— o 74" 1,...,Q. (4.85)
Z] 1 74]

Following numerical example is presented to illustrate ddgantage of the proposed
approach. Consider a system with = 48 users and half of them support 1/2-rate 16-
QAM while half of them only support 1/2-rate QPSK, i, = Ky =05andr, =1,
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ro = 2. Itis then assumed that the contention period consists-ef144 data symbols and
the BW-REQ consists aB = 48 bits.

In case of conventional approach, the most robust MCS, i2rate QPSK, is applied
for the transmission, and so the contention period is omgahin N = 3 TOs, shared by the
48 users. In the proposed approach, according to (4.85gahiention period is divided
into two parts,R; = 2R/3 andR, = R/3, each organized int&/; = N, = 2 TOs shared
by K1 = K5 = 24 users.

In Figure 4.19, the proposed approach is compared to theeational one in terms of
average delay. The performance achieved by means of palialgo reported, which is
independent to the arrival rate of the BW-REQ. From Figul®4t can be interfered that
for a given amount of resources, the proposed approachl @aive with cycles) results in
better performance, i.e. lower delay, than the conventiona (dashed curve with cycles).

L=1,m=4
16 T T T
-©-conventional, random access
14}| - - -conventional, polling
iy —©—proposed, random access
% 1211 — proposed, polling
=10+ l'
% ]
S gt oo
© 4
o> 6f
©
o
4,
&
2,
q
0 I I I I
0 0.01 0.02 0.03 0.04

Probablity of BW-REQ arrival in a frame, A

Figure 4.19: Performance comparison between the conveitend the proposed BW-
REQ transmission schemes

Indeed, the proposed approach can not only reduce the aveedgy given a fixed
amount of resources assigned for contention period, botsisrten the contention pe-
riod while still fulfilling a certain delay requirement, agptained in the following. LetV
be the number of required TOs to meet certain delay reqummesrier K users. In case of
conventional approach, the data rate supported by all usgrss used and so the number
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of required resources in unit of data symb#lsis given by
B
(4.86)

T'min

Ry=N-

In case of the proposed approach, by following the relatigns
K, K ,Q (4.87)

~ — a0 a=1,...

N, N

q

in order to guarantee the delay requirements, the requimediat of resources is equal to
Q ~

I
q=1

Thus, compared to the conventional approach, the totalnesjtesources by the proposed

Q

SR =Y,

g=1 g=1

=
=

(4.88)

<
<

q q

approach can be reduced by

Ry — Zc?—l Rq o K
——— =1—"un = 4.89
o Z . (4.89)

while still achieving the same average delay.
For the previous example with paramete?fs = Ky, =05andr, = 1, r, = 2, the
required resources can be reduced by

Q ~
K
1~ Ty~ = 25%. (4.90)
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5 Adaptive Resource Allocation in a
Single Relay-enhanced Cell

5.1 Introduction

In this chapter, a single REC consisting of one BS and sef&¥alis considered. Both BS
and RN are referred to as AP, as they provide access to the bsithe BS is supposed to
control all of the transmission in the cell.

In the current cellular system, a radio network controlRIXNC) is the governing element
and responsible for control of the BSs which are connectéd Thhve REC differs from the
current cellular system in that whereas in current cellsijmtem multiple BSs are wired-
connected to the governing element, i.e. the RNC, in REC thiépte RNs communicate
with the governing element, i.e. the BS, over wireless liHbwever, in both cases, there
are multiple APs in the system. In this sense, the REC is Bgtexy similar to the current
cellular system.

As the number of APs in the system becomes large within fixadae radio frequency
spectrum, the number of simultaneous links will becomedatigan the number of orthog-
onal resources the available bandwidth can provide. Inrdoderovide service for a large
population of users, the bandwidth used by the APs and users$ohbe reused in some
clever way at the cost of co-channel interference. Suchtasyis said to be bandwidth- or
interference-limited [Rap02]. Unlike thermal noise whidm be overcome by increasing
the SNR, co-channel interference cannot be combated bylysingreasing the transmit
power. This is because an increase in transmit power on oké@icreases the interference
to other links using the same resources as well.

First-generation cellular systems used fixed frequencgeagealso referred to as fixed
channel assignment (FCA). Cells sharing the same chaneeteparated by a mini-
mum distance to provide sufficient isolation in order to m@lthe co-channel interfer-
ence [ZKAO1]. Second-generation cellular systems useeefCA or random channel
assignment [ZKAO1]. The latter case achieves interferavegaging by means of fre-
quency hoping such as in GSM systems [MP92, Car94] or spgeaxtrsim spread such as
in DS/ICDMA-based 1S-95 systems [Sta93]. Also third generesystems, e.g. WCDMA
systems, use interference averaging through spread spetgchnique [HTO04].
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Besides FCA and random channel assignment, dynamic chasegnment (DCA),
which enables interference avoidance, has been proposestuatied for cellular systems.
The principle of DCA is to track the channel-to-interferematio and thereby assign users
to channels with adequate quality either in a centralizedisiributed way [ZKAO1]. In
centralized DCA schemes, a channel from the central podsgaed to a user for tem-
porary use by a centralized controller. In distributed sobg channel assignment is per-
formed independently in each AP. A comprehensive surveyiftdrdnt DCA schemes is
provided in [KN96]. It was shown in [Pot95] that interferenaveraging techniques can
perform better than fixed channel assignment techniquestesk interference avoidance
techniques can outperform interference averaging tealesiqy a factor of 2-3 in spectrum
efficiency.

The performance of DCA schemes is critically dependent ernrdite at which the re-
source assignment or re-assignment occurs [ZKAO01]. Ty tullize the potential of DCA,
channel reassignments must take place very frequentlad& tapid changes of signal and
interference levels in a mobile system. Indeed, chann@tans, especially those caused
by fast fading, are usually very fast. As a result, centealiDCA schemes adapted to such
fast channel variations cause very high computational ¢exity as well as huge signaling
burden for signal and interference measurements, whicgearerally infeasible in practi-
cal systems [ZKAO1]. Completely distributed DCA schemesuiee much less signaling
compared to centralized ones, but are problematic in peadue to collisions of channel
assignment, i.e. the possibility for adjacent APs to indeleatly select the same channel,
thus causing unexpected interference when transmissimng §¢ZKAO1]. Collisions of
channel assignment can be avoided by letting neighboring dquentially perform the
DCA algorithm [CSO00], but the resulting cycle of DCA will bed long to adapt to the
rapid change of fast fading, which limits the DCA gain. Whbea DCA is performed fast
enough to adapt to the fast fading, it is also referred to aptace resource allocation in
literature.

In [LLO3], a semi-distributed adaptive resource allocatszheme, which splits the re-
source allocation between RNC and BSs, is proposed for1oeitOFDMA systems. The
RNC makes the decision which resource unit, e.g. chunkgsigiasd to which BS as well
as the used transmit power on a long-term basis, e.g. at-fapee level. The BSs then
make the decision which resource unit is assigned to whieharsa short-term basis, e.g.
at frame level. The RNC centrally controls a set of BSs amgktarat the maximization of
the system throughput and captures the interference awedgain by exploiting long-term
channel knowledge which tracks the slow fading. Locallg, B& tracks the fast fading and
makes the actual allocation for users according to thenteteous SINR, so capturing the
multi-user diversity gain. As RNC only requires the infotioa on channel slow fading
and makes the decision at a super-frame level, the rate aiation exchange between
RNC and BSs is significantly reduced.

Note that once the RNC has made the decision which resouassigned to which BS
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with a given transmit power, the interference from that B&4gers served by other BSs is
pre-determined in an OFDMA system. Thus, the BS can acdyrptedict the instanta-
neous SINRs without knowing the resource allocation of oBfes. However, when the
BSs are equipped with multiple antennas, the co-channelference changes with the
used transmit beamforming vectors of the interfering B&nhawnder a stable channel and
fixed transmit power. As the transmit beamforming vectorssen for different users are
generally different, the BS cannot estimate the instamias&SINR without knowing the
resource allocation of other BSs: some users can be "hitheyoeams of the neighboring
BSs, whereas other users can be in a very favorable sityaggmending on their channel
conditions and the directions of the interferers [VTZZ06].

Just like in the cellular system, individual APs in the REGgluding the BS and the
RNs, cannot estimate the instantaneous SINR without krgpiina resource allocation of
other APs when the APs are equipped with multiple antennas.

By observing that the channel spatial structure is highlyetated over time and fre-
quency, the AP can dynamically re-select on a long-termsttagi proper transmit beam-
forming vectors for each served user while still achievirghtbeamforming gain, cf. Sec-
tion 4.4.2. However, if the BS makes the actual allocationndfvidual users so as to
determine also the transmit beamforming vectors used byABweand only let the APs
perform AMC according to accurate instantaneous SINRspthki-user diversity gain
cannot be exploited since the APs are left with no choicesesnurce allocation among
users.

In order to let the BS pre-determine the transmit beamfognviectors used by APs,
while still enabling individual AP to exploit multi-user\brsity, the author of this thesis
proposes a two-level resource allocation approach in [QFRERC 07]. The two-level
resource allocation reads as follows:

« On along-term basis, each AP, including both BS and RN, ggausers according
to spatial correlation in such a way that users in the samgpgaee highly correlated
and then the BS makes the decision which resource unithwnlkg is used by which
user group. Moreover, user groups may share the same chuh& do-channel
interference among them is sufficiently low.

* On a short-term basis, individual AP makes the adaptivazation among users in
the same group according to their instantaneous SINRs.

Due to the high spatial correlation, users in the same grane efficiently served by
the same transmit beamforming vector, and so such a usep ggaaferred to as a logi-
cal beam hereafter. Indeed, the optimal transmit beamfaymectors of highly spatially
correlated users are highly correlated, and it follows thatinterference generated by the
AP on users in other groups while serving users in the samedbigeam with individual
optimal beamforming vectors is also highly correlated. ¢tgronce the BS has made the
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decision which resource is used by which logical beam, thehamnel interference and
thus the instantaneous SINR can be accurately estimatbd &fRs even when individual
optimal beamforming vectors are used for users in the sagiedidbeam.

In other words, on a long-term basis, each AP, including B&8and RN, independently
partition users into logical beams, and the BS performsekeurce allocation among all
logical beams and allows the logical beams with sufficieltly co-channel interference
to share the same resource in spatial domain; on a shortdasis, each AP performs
the adaptive resource allocation in time and frequency dogre@mong users within each
logical beam with respect to the independently measurednteneous SINR values.

In Section 5.2, the algorithm used to construct the logiearns by grouping spatially
correlated users is illustrated. In Section 5.3, the resoaflocation approach for BS to
assign logical beams is investigated. Finally, the pertorce of the proposed two-level
resource allocation approach is assessed with numenmnalations in Section 5.4.

5.2 Construction of logical beams

5.2.1 Dynamic logical beams

In this section, algorithms of dynamically constructingilal beams with respect to the
channel conditions are studied.

Intuitively, a simple greedy algorithm can be applied tostouct logical beams. The AP
randomly selects one user or selects the one with the besteheondition, and makes the
selected user the first user of a logical beam. All remainsgysiwhose spatial correlation
with respect to the first user is above a certain thresholdheme assigned to that logical
beam. New logical beams are successively constructed armbtistruction ends when all
users have been assigned.

This algorithm is very simple and computationally not irgige, but the result might
be not very good. It can be imagined that, when most of thesusave already been
assigned, new beams will have to be generated in the rergaisers, and the beam size is
consequently too small. Furthermore, the starting poishizsen by considering a single
user only, and it is not generally optimized with respecti® dthers.

For this reason, following the philosophy of sorting by megKnu98], a more advance
bottom-up algorithm is proposed and described as follows:

1. Initially, each user is supposed to form an individuaidagbeam,

2. lteratively, two logical beams with the highest spat@irelation are merged,
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3. Finally, the algorithm ends when no more logical beamdl §igamerged, i.e. the
correlation between any pair of logical beams is lower thaargain threshold.

The spatial structure of the channel is reflected by the dflacorrelation ma-
trix [GSsS 03]. Thus, the spatial correlation of usemd userj can be for instance defined
as the amplitude of the inner product of the correspondimgidant eigenvectors; ; and
v; 1 of the channel correlation matrix of useand userj, respectively, i.e.

pij = [Viivjl (5.1)

[GV96]. The spatial correlation between two logical beasthen further defined as the
minimum of the spatial correlations between each pairs efausAs a result, the spatial
correlation between logical beamsand B is expressed as

pap = TN pij. (5.2)

For example, consider afive-user case. If the correlatianxi@ with element$R]; ; =
pij 1S
1 09 02 07 0.1
09 1 03 0.8 0.2
R=102 03 1 05 06 (5.3)
0.7 08 05 1 04
0.1 02 06 04 1

and the correlation threshold is 0.4, then two logical begms2,4} and{3, 5}, are con-
structed after three iterations by the proposed algoridsmepicted in Figure 5.1.

5.2.2 Fixed logical beams

In this section, an algorithm of constructing fixed logicabins is presented.

Instead of the proposed dynamic construction of logicahitsdogical beams can be
also built in a fixed way. Indeed, dividing a cell into a numbgéthe sectors can be viewed
as a specific case of logical beam construction and eachaldggam, i.e. sector, is then
served by an individual sectorized antenna. Moreover,dafAlR is equipped with ULA
instead of sectorized antennas, fixed logical beams carsbdallt based on GoB. In case
of GoB, a fixed grid of transmit beam that will be used by APsres-getermined and users
select the best beams independently, cf. Section 4.4.3, Tisers selecting the same beam
are inherently grouped together, forming one logical beam.

Compared to dynamic logical beams, fixed logical beams araadtepted to the actual
users’ propagation conditions and so the resulting perdoga is expected to be worse
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e 1 2 3 4 5
Initialization: T 1 2 3 4 5
2 |09 1 |
3102 03 1
4 107 08 05 1
5101 02 06 04 1
lteration 1- 12 3 4 5 Y
eration 1: 12] 1 1,2 3 4 5
02 1

Iteration 2: 124 1 124 3 5

3|02 1 ]
50.11

1,24 35
Iteration 3: 1,24 1

35| 01 1

12,4 3,5

Figure 5.1: An example of logical beam construction in a figer case.
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than that of dynamic logical beam construction. For an exangupposing ten users are
distributed in a way as depicted in Figure 5.2, the constaitigical beam by following
pre-defined six sectors is obviously not so reasonable asvethdynamically constructed
logical beams.

Fixed Logic Beams Dynamic Logic Beams

Figure 5.2: Comparison between the fixed and the dynamicabfeam constructions.

5.3 Adaptive Resource Allocation of logical beams

5.3.1 Introduction

Once the logical beams are independently constructed by ABcthe BS optimizes the

resource allocation of logical beams by which the resouazesassigned to the logical

beams instead of individual users. The resource allocédisapposed to adapt to current
interference scenario. Interference avoidance gain ieagd to be achieved by letting
logical beams with low co-channel interference share theuees, and by avoiding logical
beams with high co-channel interference to transmit siamgously.

In a REC, users either directly communicate with the BS bymaed single-hop trans-
mission or communicate with the BS via certain RN by meansvoftiop transmission, as
depicted in Figure 5.3. For the sake of clarity, the BS-to{RK s referred to aselay link,
while both BS-to-UT and RN-to-UT links are calledcess link$iereafter.

As the relay link also passes data through the wirelessfatter resources have to be
allocated for both relay links and access links. For a twp-t@mmunication, the end-to-
end throughput of a certain user is equal to the lower onedmvithe throughput of the
relay link and the access link. Hence, on the one hand, tloeiress assigned to the relay
link must be enough to forward all data scheduled for the sgbek; on the other hand, if
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Figure 5.3: lllustration of access link and relay link in a®RE

too many resources are assigned to the relay link, some i Wik not be used, resulting
in a waste. Therefore, the resources adaptively allocatecefay links and access links
shall be somehow balanced such that the end-to-end thraughpaximized and no waste
occurs.

In summary, the proposed adaptive resource allocation REE@ has the following two
objectives:

* to enhance the spectrum efficiency by letting multiple tagjbeams simultaneously
transmit on the same resources if the co-channel intedersrsufficiently low;

* to maximize the end-to-end throughput by balancing theuess assigned to the
first and second hops, i.e. relay links and access links.

The rest of this section is organized as follows. Section25d@rives an algorithm for
adaptively building groups of the logical beams. By assynsipatial-reuse among beams
in the same group, the proposed algorithm groups the lobezains in such as way that the
spectrum efficiency, i.e. total throughput of the group, eximized. In Section 5.3.3 and
Section 5.3.4, two adaptive resource allocation algorstlane proposed. Both algorithms
are able to keep the resource balance between the first aoddskops. Moreover, the
first one focuses on achieving the maximum cell throughptileathe second one also
maximizes the cell throughput but additionally aims at & fasource allocation among
users.

5.3.2 Resource Sharing among logical beams

In this section, the resource sharing among logical beamus, achieving high spectrum
efficiency, is discussed.
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Itis obvious that, when certain logical beams have low cartiel interference with each
other, resource sharing among them should be allowed ireg@urce allocation in order
to achieve high spectrum efficiency. In other words, therogttion of resource sharing
can be regarded as the creation of groups of spatially cobipé&igical beams which share
the same resources. In the following, in order to qualify peeformance of the resource
sharing, an estimate of achievable rate is derived for ezgicdl beam and is proposed to
be used as the performance metric.

In order to estimate the achievable rate of a logical beam SINR of the individual
users in the logical beam has to be firstly derived.

It is assumed that the long-term channel information in seafthe correlation matrix
of the channel between any user and the AP is available at $1€TBus, the transmit
beamforming vectors for individual users are also knownhgyBS as they are supposed
to be determined based on the channel correlation matrix.inStance, by using eigen-
beamforming, the transmit beamforming vector is equal éodbiminant eigenvector of the
channel correlation matrix of the user [Hay96].

Let P, andw; denote the transmit power and the transmit beamformingvéat user
i, respectively. By lettindR; denote the channel correlation matrix of userthe signal
strength received by usérdenoted withsS;, can be written as

S; = P;- wiR;w;. (5.4)

Moreover, by IettingRE” denote the correlation matrix of the channel between uaed
the AP serving usej , the amount of interference that is injected by ugem users,
denoted with/; ;, can be expressed as

Ly = P 'W]}‘IRZ('j)Wj- (5.5)

Suppose that logical bearh shares the resources with logical be&nAs the BS has
no information about the resource assignment for individsars in the logical beam, it is
suggested to let the BS estimate the interference recejvaddyi in logical beamA from
users in logical bean®, I;,, by the average of the interference injected in usey all
users in logical beam, i.e .

1
lijp = 3] Z Liy;. (5.6)

jeB

From (5.4) and (5.6), the SINR of usemn logical beamA when logical beam and B
share the same resource, denoted WItkR;, 5, is given by

Si

(5.7)
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with o2 being the noise power.

Under the assumption of independent data streams, therttaeerence from more than
one interfering logical beam is simply the sum of all the ifeeence. For example, by
supposing logical beam, B and C' to share the same resource, the SINR of user
logical beamA, denoted WittBINR;(5,¢y, is equal to

Si

SINR;/(B,c) = Lig + Lijc + 02

(5.8)

Once the SINR valu8INR;/s,c) is calculated, the achievable data rate by usehen
sharing resources with users in logical beathandC, denoted withr; 3 ¢), can be de-
termined according to the assumed AMC scheme, cf. Sectibn 2.

By letting R; indicate the data rate request of usethe amount of resources required
by useri with a rate ofr; 5 ) to meet its data rate requesHsR— By defining the data

rate request of logical bearh as the sum of the data rate request of all users in that beam,
i.e. Y ... Ri, the rate of logical beam, defined as the ratio between the data rate request
and the required resources, is given by
Zi R;
TA/(B,C) = —Z el e (5.9)

€A 1i/(B,0)

Finally, the total rate achieved by the group of logical beanhich share the same
resource is simply equal to the sum of the rate achieved bly Eggical beams in the
group. For example, by supposing resource sharing amorgythg consisting of logical
beamsA, B andC, the total rate of that groug 4, 5.y is given by

T{AB,C}Y = TA/(B,C) T TB)C,A) + TC/(AB)- (5.10)

Based on the derived performance metric in terms of tota& fat any group of the
logical beams, a very simple yet efficient method for creptingroup achieving highest
performance can be derived following the best-fit principlde algorithm starts with an
empty group. At each iteration, the best logical beam thetgthe highest increase of
the total rate is added into the group. The iteration endswithe performance in terms of
total rate decreases by adding one more logical beamALet{ A;}¥, be the candidate
set initially consisting of allV logical beams ang be the created group of logical beams.
The algorithm can be described as follows:

1. Initially, setG = 0
2. While A # 0
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a) For all logical beamy; in A

i. Calculate the rate achieved if addirg to the current groug, rguga,

ii. If the achievable rate decreases, i®4,.1 < rg, remove the logical
beamA; from the candidate set, i.e. lgt=.A4 — {A;-}

b) Find logical beam¥; satisfyingrguga;; > 7guga,; forall A; € A
c) Add the found logical beard; into the group, i.eG = G U {4;}

5.3.3 Chunk-by-Chunk Balancing (CCB)

In this section, an algorithm is proposed for the resouroeation at the BS. The proposed
algorithm aims at maximizing the cell throughput by sucedg allocating chunks to the
group of logical beams having the highest total rate as fapas of the logical beam meets
its rate request. It further keeps the balance of the resallacation between the first and
second hops by making sure that enough resources are abs$igrtbe relay links after
each chunk assignment on the logical beams, i.e. the ado&ss&nd so referred to as
Chunk-by-Chunk Balancing (CCB).

In particular, the proposed algorithm consists of havintepwise alternating allocation
between the access links and the relay links. The pseude-deskcription of the CCB
algorithm is reported in Figure 5.4.

Before starting the actual allocation, the relay links ametiponed into spatially com-
patible groups. The links in the same group generate lowhemvtel interference to each
other and so they can transmit simultaneously and are gedaraspatial domain. The
groups are built in such a way that the spectrum efficiencyagimized and these groups
remain unchanged during the rest of the algorithm, cf. StapFAgure 5.4. Moreover, the
logical beams consisting of all access links are gatheredaitist. In the initial stage, no
chunk is assigned to either access links or relay links.

In the allocation procedure, the BS firstly uses the logiadrh grouping algorithm
derived in Section 5.3.2 to identify the group of logical imsathat achieves the highest
total data rate from all available logical beams in the t&tStep B in Figure 5.4.

The BS then starts a chunk-by-chunk assignment of all aMailzhunks to the identified
group of logical beams, i.e. the access links, and theiresponding relay links until
either the rate request of any logical beam in the group has batisfied or there are no
more chunks available. During this phase, the group of Elgieams firstly receives an
allocation of a single chunk, cf. Step C in Figure 5.4. It ierthchecked whether the
resources allocated to the corresponding relay link areigiméo forward the data. If the
condition is not satisfied, the required additional chuniesgiven to that relay link, cf.
Step D in Figure 5.4. In such a way, the chunks are succegsigsigned to the identified
group of logical beams as far as none of the logical beamsanhgtoup meets its rate
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CCB-AllocationNumChunks, Beams, FirstHopLinks

A:

FirstHopGroups— GroupFirsthopLinkgfirstHopLink9
NumFreeChunks- NumChunks

BeamsList— Beams

AssignedChunkg < O for alli in FirstHopGroups

while NumFreeChunks 0 and BeamsList: Null

AllocationGroup— GetBestGroudeamsList
AssignedChunkallocationGroup <« O
BeamFinished— false

while NumFreeChunks 0 and BeamFinished: true

AssignedChunkallocationGroup <—AssignedChunkallocationGroug +1
NumFreeChunks- NumFreeChunks1
for L in FirstHopGroups

do if RequiredChunks(>AssignedChunkBirstHopGroup$
then AssignedChunkBirstHopGroup$ <— RequiredChunks()
NumFreeChunks- NumFreeChunksRequiredChunk()

for Cin AllocationGroup
do if RequiredChunk$}) <= AssignedChunkallocationGroup

then RemoveFromList8eamsList, L
BeamFinished— true
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5.3 Adaptive Resource Allocation of logical beams

request. Once the rate request of any of the logical beanagissisd, the logical beam is
removed from the list, cf. Step E in Figure 5.4.

The allocation procedure, first logical beam grouping amhtthe chunk-by-chunk re-
source assignment to the group, will continue till no loglm@ams is remained in the list.

By always allocating chunks to the group of logical beamsdlchieves the highest data
rate, the CCB algorithm maximizes the cell throughput ardnttutual interference diver-
sity has been fully exploited. Furthermore, at each steg) allocation on the access links
corresponds to an equivalent allocation on the relay limkgch balances the allocation
between the first and second hops and thus guarantees theneffisage of resources for
the end-to-end connection.

It is noticed that the static groups of the relay links at tleeyvbeginning makes the
CCB algorithm suboptimal. In fact, it is likely that at eadies some of the relay links
might receive more resources than they actually need, sihoglay links belonging to the
same group receive the same amount of resources as the mastdiag one. This effect,
however, becomes relevant only in the case of highly unical&rallocations, i.e. non
uniform traffic distribution. Furthermore, adaptively gping the relay links according
to the beams allocation would also lead to suboptimal smtstisince it would force the
creation of groups according to the instantaneous needshwbuld be later changed by
a forthcoming allocation.

5.3.4 lterative Independent Balancing (1I1B)

The CCB algorithm proposed in the previous section maxismtbe cell throughput by
always allocating resources to logical beams with highasa date but tends to lead to
unfairness among users. In this section, an algorithm ipgeed to maintain the fairness
among all users in addition to the maximization of cell tlgbput by optimized spatial
reuse.

In the proposed algorithm, the dynamic allocation of theeas@nd relay links are inde-
pendently performed using an iterative procedure, anetber it is referred to as iterative
independent balancing (lIB), The pseudo-code descritidhe 11B algorithm is reported
in Figure 5.5.

The same procedure is used to independently allocate eEsotar the relay links and the
access links, i.e. the logical beams. The actual alloc#tioction is similar to the one used
for assigning resources to the logical beams in the CCB,aihti$ case the allocations for
the logical beams and for the relay links are separatelyp®ed, cf. Step A and Step B in
Figure 5.5. This allows the dynamic grouping of both the asdanks and the relay links
according to their actual requests and mutual interfereooelitions, thus improving the
efficiency in the use of resources.
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[IB-Allocation(NumChunks, Beams, FirstHopLinks

finished« false
while (finished==false)
ClearAllocation()

A:
finished— ResourceAllocatioiumChunks, Beams
NumFreeChunks- GetNumFreeChunks()
B:
finished— ResourceAllocatioijumFreeChunks, FirstHopLinks
C:

if (finished==false)
then
for kin all users
do RateRequeft] < RateRequef{] x ScalingFactor

Figure 5.5: Pesudo-code description of the IIB algorithm.

In the initial stage, it is assumed that the data rate requéstll users needs to be satis-
fied, and the rate requests on the corresponding relay liekalso calculated accordingly.
The allocation of the access links and the relay links can teecarried out using the al-
location functionResourceAllocationThe allocation is considered to be failed when the
number of the required chunks exceed the available one,tdntows that the rate re-
guests of all users are proportionally scaled down and and#ration of the algorithm is
executed, cf. Step C in Figure 5.5.

The details of the allocation functioResourceAllocatiorcan be explained by the
pseudo-code description reported in Figure 5.6. For tleeation of the access links and
the relay links, the links in the list are referred to as afjit@l beams and all relay links,
respectively. The allocation procedure is similar to the ased in the CCB in the sense
that it always allocates chunks to the group of links withlfghest total rate, and removes
the links from the list when the its rate request is satisfiHe difference is that, instead
of receiving one chunk after another, the group receivesmestep all chunks required to
satisfy the rate request of at least one link in that grouge dltocation is considered to be
successful and the function returns a value of true in the tdast the amount of chunks
required to satisfy the rate request of all links does noeegdhe available chunks. Oth-
erwise, the allocation is considered to be failed and thetfan returns a value of false.

The 1IB algorithm, as opposed to the CCB, provides a fair ues® assignment to the
logical beams and thus to all the users. Moreover, the lIBrétlygm also avoids unneces-
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5.4 Performance Assessment

ResourceAllocatioMfumChunks, Li$t

RemainingChunks- NumChunks
while RemainingChunks= 0
if List == Null
then return true
AllocationGroup«— GetBestGroup(ist)
AssignedChunkallocationGroup < RequiredChunk#(locationGroup
RemainingChunks- RemainingChunksRequiredChunk#(locationGroup
for L in AllocationGroup
do if RequiredChunks(L) <AssignedChunkallocationGroup
then RemoveFromList(ist, L)
return false

Figure 5.6: Pesudo-code description of the allocationgutace in the IIB algorithm.

sary allocation to the relay links, thus leading to a highedrthroughput.

5.4 Performance Assessment

5.4.1 Simulation Setup

In this section, the setup of the numerical simulation far évaluation of the proposed
adaptive resource allocation in a REC is presented.

The downlink transmission of a relay-enhanced hexagonklvegh a radius of
500 meters is simulated. Six RNs are uniformly located onrelecicentered at the BS,
whose radius i€/3 of the cell radius. 800 users are distributed in the wholeazeh. For
each snapshot of the simulation, the user positions areomalydgenerated according to
uniform distribution. Each AP, including both BS and RN, qugped with a 4-element
ULA, which has an antenna spacing of half-wavelength anderagon antenna gain of
14 dB. The UT is equipped with one directional antenna witklamation gain of 0dB. The
values of the maximum transmit power of the BS and the RNs aaB#n and 40 dBm,
respectively. By letting?;ot., and N, denote the maximum transmit power of APand
the number of chunks in the frequency direction, the trahpower of APm for each user
is supposed to be constant and equal to

Ptot m
P, = —. 5.11
N (5.11)

119



5 Adaptive Resource Allocation in a Single Relay-enhanceldl C

In the channel model, path-loss and shadow-fading are gtteaccording to (2.1) by
considering an urban macro scenario. Multi-path propagasi not modeled.

By knowing the transmit power, the path-loss and shadowifpdhe average receive
power of each user can be determined. It is further assuna¢@#ch user communicates
with the AP that provides the highest receive signal power.

The spatial structure of the channel between ésand APm is characterized by the
LOS angle between them, denoted wiih,,. The channel between uskrand APm is
denoted withh(6y.,,,). Furthermore, the spatial correlation between userd usey users
served by the same AR is given by

i =h(0im)" - h(0; ). (5.12)

By assuming the spatial correlatign; only depends on the difference in the LOS angle
Ab; ; = 0., — 0;,,, and the numbei/; of transmit antennas at the AP, it can be written as

1— i M; sin AG;
| ImepUrMesinA0) | g < |AG; | < /2

My 1—exp(jmAb; ;)
Pij =19 0, |AG; ;| > /2 ; (5.13)

which is depicted in Figure 5.7.
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Figure 5.7: User spatial correlation as a function of LOSauigstance.

In case of dynamic logical beam construction, by knowingghpatial correlatiorp;
between any pair of users, each AP constructs logical beamg the algorithm proposed
in Section 5.2. The threshold of the spatial correlatioreids 0.4.

In case of fixed logical beam construction, by assumihg-= 6 logical beams per AP,
each AP divides its sub-cell inti¥ sectors with angular size @fr/N and users locating in
the same sector form a logical beam.
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5.4 Performance Assessment

It is further assumed that each AP always transmits userlgataeans of eigenbeam-
forming, i.e. using a transmit beamforming vector diregtiowards the user [Hay96], as
depicted in Figure 5.8 .

0.
1
/I' - T el 2
91’ 2

AP1 AP2
UTj

_ —————- »

Direction of signal Direction of interference

Figure 5.8: lllustration of the co-channel interference.

From Figure 5.8, it can be seen that the data symbols ofi@ertransmitted from AP 1
using beamforming vectdi(6; 1)/|h(6;1)|, and so the signal power received by uge¥;
as defined in (5.4), is given by

S; = Py - ||0(0;1)||* = Py - M,. (5.14)
It can be further derived from Figure 5.8 that, when the dgtal®l of user; is trans-

mitted over the beamforming vecth(6;.)/|h(¢, )|, the amount of interference received
by useri, I;,; as defined in (5.5), is equal to

h"(0;.)
h(6;2)|

2

= Py M, - . (5.15)

ifj = P

h(9i72)

From (5.14) and (5.15), the estimated receive SINRs of iddal users and, in turn,
the estimated rate for each logical beam can be derived &8$hef. Section 5.3.2. The
adaptive resource allocation algorithms, CCB and 11B, temtbe carried out accordingly.

Since the multi-path propagation, i.e. fast fading, is nodeled, the frame-basis re-
source allocation at each AP is not implemented in the sinoma Indeed, multi-user
diversity gain is achieved by means of adaptive OFDMA amdwegusers belonging to the
same logical beam. Moreover, the achieved multi-user dityegain also depends on the
size of the logical beam. The larger the size of the logicahibethe higher the multi-user
diversity gain can be exploited. In order to have a more nmednl performance evalu-
ation, it is proposed to introduce the multi-user divergiain when evaluating the final
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5 Adaptive Resource Allocation in a Single Relay-enhanceldl C

end-to-end throughput. Define the multi-user diversityhgai;;p as the ratio between the
channel gain achieved by adaptive OFDMA,.,,« and the average channel gain achieved
by fixed or random allocatiof's,

Gada t
G = " 5.16
MUD Gﬁx ( )
Thus, by taking adaptive OFDMA into account, the SINR of usan logical beamA is
higher than the one used in the adaptive resource allocalgamithmSINR,; as defined in
(5.7), and is given by
SINRMYP — SINR,; - Gyup(|A]), (5.17)

with | A| being the number of users in logical beaimThe SINR valusINRM"P in (5.17)
is used in evaluating the achieved end-to-end throughput.

From Appendix A.3, the multi-user diversity gaif\yp is a function of the numbek

of user, i.e.
1 1
Ky=14+-4+ -4+ = 5.18
Gaup(K) gt (5.18)

as seen in (A.30) and depicted in Figure 5.9.
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Figure 5.9: Multi-user diversity gain achieved by adaptesource allocation.

5.4.2 Numerical Results

In this section, the performance of the CCB and IIB algorghim combination with the
fixed and the dynamic logical beam construction methods i@septed.
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5.4 Performance Assessment

In Figure 5.10, the performance comparison between CCB I&naldorithms is shown
for both fixed and dynamic logical beam construction, in teohend-to-end cell through-
put as well as user fairness metrics Jain’s Index as defin€di24).
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Figure 5.10: Comparison of the algorithms for adaptive wes® allocation in a REC in

terms of cell throughput and Jain’s index.

It can be observed in Figure 5.10(a) that the cell throughphteved adopting the CCB
algorithm can be significantly higher than that of the 1I1B.eThigher throughput of the
CCB is, however, obtained at the expense of fairness. It easebn in Figure 5.10(b) that
the the Jain’s index is always close to 1 for the 1IB algoritlwiich indicate a complete
fair scenario, while CCB is unable to guarantee fairnessrvithe offered traffic is above

the saturation point of the system.

The highest cell throughput, together with the fact thataésl not take user fairness
into account, makes the CCB algorithm most appropriate &st-kffort traffic. The IIB
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algorithm, on the other hand, is more appropriate delagitea traffic.

For the comparison between the fixed and dynamic logical messtruction, first focus
on the performance achieved by the CCB algorithm. From Eigut0(a), it can be seen
that, while the throughput of the fixed logical beam congtainc(curves with crosses) al-
most saturates just above 260 Mbps, using the dynamic lidggzan construction (curves
with cycles) it keeps growing approximately linearly, altlgh with a lower rate. Due to
the better exploitation of the spatial reuse, the dynangeckl beam construction outper-
forms the fixed logical beam construction. Same conclusamlze made by comparing
the performance of the fixed and dynamic logical beam cocistmu achieved by the 1IB
algorithm: the IIB algorithm with dynamic logical beam (gas with squares) saturates at
a higher cell throughput than that with fixed logical beamstarction (curves with stars).

In summary, the following conclusions can be derived from phesented numerical
results:

» Compared to fixed logical beam construction, the propogedmiic approach allows
significant performance improvement by adapting the canstn of beams to the
propagation condition of all users.

» Both CCB and IIB algorithms optimize the spatial reuse aghtmgical beams and
balance the resource allocation for the first and second hops

« Compared to the CCB algorithm, the 1IB algorithm providesnplete fairness in
resource allocation among all users at the cost of relgtiegler cell throughput.
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Beyond third generation (B3G) mobile communication systeme expected to provide a
variety of services such as voice, image and data transimigsth different quality of ser-
vice (QoS) and rate requirements for "anytime-anywherd”D®! to exploit the frequency
selective channel property, MIMO to attain high spectratefncy and relaying to combat
path-loss and shadowing at high frequency are considerér &gy technologies for B3G
systems. Moreover, adaptive resource allocation is baapmore important, as it can sig-
nificantly improve the system spectral efficiency by adapthe radio resource allocation
to varying channel fading, interference scenario and trégéid. This thesis has studied the
downlink (DL) adaptive resource allocation for multi-usdMMO OFDMA system with
fixed relays.

Adaptive resource allocation in a single cell without intetl interference has been in-
vestigated in Chapter 3. By assuming ideal transmit sidartlastate information (CSlI),
concurrent transmission of multiple users on the same tiswiency resources, i.e. spa-
tial division multiple access (SDMA), is enabled by meanghefzero-forcing beamform-
ing (ZFBF) technique. Two kinds of optimization problemaymely power minimization
and rate maximization, have been formulated and studieiht dpproach that performs
joint optimization of resource allocation in both frequgrand spatial domains has been
promoted. In particular, low computational complexity saftimal algorithms have been
proposed due to the need for fast adaptation in practicasyss In case of power mini-
mization problem, the proposed successive bit inserti@t)(&gorithm iteratively raises
the user data rate while maximizing the power efficiency aratgnteeing the user priority.
The performance achieved by the proposed SBI algorithméas édnalyzed and the results
have shown that the performance only slightly degrades thenoptimal solution obtained
by means of exhaustive searching. In case of rate maxiraizatioblem, in order to take
into account the user fairness, the objective functiongifetwo commonly used user fair-
ness strategies, i.e. proportional fairness (PF) and maxarness (MMF), have been
derived, and variants of the SBI algorithm have been thepgsed so as to maximize the
relative objective functions. Additionally, while the SBlgorithm allows adaptive power
allocation in the spatial domain using successive rateeas®, another sub-optimal algo-
rithm, named successive user insertion (SUI) algorithrae deen proposed for the scenario
where equal power sharing in the spatial domain is assunteelSUI algorithm iteratively
adds users to resources while keeping equal power shariegatmresource. From numer-
ical results, it has been concluded that, (1) the proposied §pproach outperforms the
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existing disjoint approach, (2) the SBI algorithm achiekiggher spectrum efficiency than
the SUI algorithm by allowing adaptive power allocation I tspatial domain at a cost
of more iterations, and (3) compared to the PF strategy, thé#-Mtrategy sacrifices cell
throughput for better user fairness.

Compared to fixed resource allocation, adaptive resoutceadion requires additional
signaling for the acquisition of channel and traffic knovgeds well as for the delivery of
allocation results from the base station (BS) to all usersaesult, the overhead caused
by the additional signaling mitigates the adaptation gaén the gain obtained by adaptive
resource allocation, and so with the purpose of maximiziregdystem performance in
terms of effective throughput, the signaling required far &daptive resource allocation has
been analyzed and optimized in Chapter 4, which are brieftynsarized in the following.

A chunk consisting of adjacent sub-carriers and OFDM syshat been considered as
the basic resource unit in the adaptive resource allocatighile the signaling overhead
caused by the delivery of allocation results decreaseadyeavith the chunk dimension,
the adaptation gain is expected to decrease with the chum&rdiion but not significantly
thanks to the existing high correlation of channel fadingpaghadjacent sub-carriers and
OFDM symbols. The choice of chunk dimension requires a tattibetween the reduc-
tion of the overhead and the loss of the adaptation gain. Asyacal study has been
presented in Section 4.2, from which it can be seen that, daptation gain depends on
the chunk dimension as well as the channel correlation ioimst By defining the relative
chunk dimension as the chunk dimension normalized by theresitce time and the co-
herence bandwidth, the adaptation gain is derived as aa®ogefunction of the relative
chunk dimension. By using the effective throughput as extédn metric, the optimum
chunk dimension can be identified for different system pa&tans and propagation scenar-
ios. Compared to indoor environment, the coherence barndwicbutdoor environment is
smaller due to larger delay spread, resulting in a higheriloadaptation gain for the same
chunk dimension, and so the optimum chunk dimension is em&imilarly, the optimum
chunk dimension is smaller at higher velocities becauskesginaller coherence time.

To cope with the time-variant property of the channel fadihg users’ CSI needs to be
periodically updated at the BS so as to adapt the resourgeaditbn to the currant chan-
nel status. In Section 4.3, the optimum update interval lees lderived by evaluating the
effective throughput, which takes into account both penfance loss due to outdated CSI
and overhead reduction. By defining the relative updatevates the ratio between the
update interval in unit of frames and the coherence timethtaighput has been approx-
imated by a linear decreasing function of the relative updlaterval, which is valid for
any velocity, based on the numerical results. The effedtiveughput has then been ex-
pressed as a function of the velocity and the overhead causede CSI update, based
on which the optimum channel update interval that maximizesffective throughput has
been analytically derived. The optimum channel updatevatdras shown to be inversely
proportional to the square root of the velocity, and so atngelovelocity the optimum up-
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date interval is larger, i.e. less frequent CSI update isired. Furthermore, the optimum
relative channel update interval has been shown to be propatto the square root of the
velocity, and so the optimum relative channel update ites/smaller at a lower veloc-
ity, resulting in less CSI mismatch and thus lower loss ofptal@on gain. Indeed, at low
velocity, the channel does not change rapidly, and so thed6& not need to be updated
very often. It follows that, at low velocities, the overhaadhot so relevant and the loss of
adaptation gain becomes relatively more critical. Henta,lawer velocity a lower loss in
the adaptation gain should be ensured by decreasing thiweal@date interval.

The aforementioned ZFBF requires users’ instantaneousneth&nowledge in terms
of full channel matrices to be available at the transmittdrich causes a huge amount
of overhead. As presented in the previous discussion, meggiént update of channel
knowledge is required at higher velocities. When the véjoicicreases to some extent,
the adaptation gain may not be able to compensate the loswdhbe increased signal-
ing overhead any more. It has been shown in literature tieaetare other beamforming
techniques requiring less channel knowledge compared BFZFwo of them, namely
Generalized eigenbeamforming (GenEigBF) and fixed gribeefmforming (GoB), have
been addressed in Section 4.4. GenEigBF enables adaptivA3iased on the knowl-
edge of the users’ channel correlation matrices, and fixel &wmbles adaptive SDMA
based on the knowledge of the index of the users’ best beanenWistantaneous CQI
is available at the BS, resource allocation can be optimizdxbth frequency and spatial
domains using the proposed joint approach. In case of fixdgl @@ instantaneous CQl,
in terms of users’ receive SINR values of the best beams dm@&amk, can be measured
and then reported to the BS by all users. However, in case 0E@BF, users cannot mea-
sure the receive SINR values, because the transmit beamfipractors on each chunk,
which are optimized according to the users served on thatlkGhare not known until the
AP performs the allocation. Therefore, two methods have lpgeposed to estimate the
receive SINRs from the channel correlation matrices antamtaneous CQI in terms of
the channel norms. While the first method generally yielderesservative estimate of the
receive SINRs and consequently results in a conservatwesdiion by ignoring the multi-
ple receive antennas, the second method generally producaggressive estimate of the
receive SINRs and consequently results in an aggressiveaditbn by including the gain
from multiple receive antennas based on the approximatadne matrices. The results
have shown that GenEigBF based on conservative SINR estexhieves higher through-
put than GenEigBF based on aggressive SINR estimate, tHiesitmg that a conservative
resource allocation is beneficial. This is because althougte bits are transmitted follow-
ing the aggressive allocation, the code word error rated$igh due to the overestimated
SINR, leading to lower throughput. As GenEigBF always asléip¢ transmit beamform-
ing vectors to the channel correlation matrices of indiaiduser group, it is expected to
provide better performance than fixed GoB, which has beeeroed in low and moderate
SNR region from the simulation. However, it has been showhithhigh SNR region, e.g.
a SNR being greater than 20 dB, GenEigBF does not exhibitgedjaim over fixed GoB.
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This is because that GenEigBF suffers from non-ideal adapglection of modulation and
coding schemes due to the estimation error in receive SikigE@ally in high SNR region,
while fixed GoB does not. Since the signaling overhead caog€&I acquisition is much
less than that caused by CSI acquisition, GenEigBF and fixa8l &e suggested at high
velocities when ZFBF is not beneficial due to too high sigmabverhead.

While the change of traffic load of DL transmission is knowrnhet BS, the change of
traffic load of uplink transmission can only be known by the B83n a certain control
message such as bandwidth request (BW-REQ) transmittecdng.u BW-REQ can be
transmitted by using random access. Moreover, the trasgmisn a random access chan-
nel is normally based on slotted ALOHA protocol in conjunctivith the truncated binary
exponential back-off algorithm. In Section 4.5, the parfance of BW-REQ transmission,
in terms of the delay between the arrival and the successiu$tission of the BW-REQ,
has been addressed. By means of Markov chain, the averaaelded been analytically
derived as a function of the number of users, the BW-REQalnrate, the number of trans-
mission opportunities, and the two parameters in the béfickigorithm, namely the initial
back-off window size and the maximum back-off stage. It deantbe concluded that, in
order to minimize the delay, the initial back-off window sighould be always selected as
small as possible, e.g. one frame, while the maximum bat&tafe should be optimized
with respect to the number of users, the number of transamsgportunities and the BW-
REQ arrival rate. Additionally, a novel grouping mechanisas been proposed, which
enables more efficient usage of the resources by lettingrdiit users choose different
transmission mode, i.e. modulation and coding scheme, negpect to their own chan-
nel conditions to transmit BW-REQ. In particular, all agdile transmission opportunities
are organized into groups, and each group is assigned witfegedt transmission mode.
Transmission opportunities assigned with higher orderafdmission mode occupy less
resources. Thus, for a fixed amount of resources, more appbes can be accommo-
dated, leading to lower delay. Alternatively, with the ppspd grouping mechanism, less
resources are required to provide the same number of trasgmiopportunities, and so
the signaling overhead is reduced while still guaranteémegsame delay. It is worthy to
mention that with the proposal, users independently séledransmission mode and then
transmit over the corresponding transmission opporemitrithout coordination from the
BS, and so no additional signaling overhead is introduced.

Fixed relay nodes (RNs) have been shown to extend the cavefage BS or enhance
the cell-edge capacity by forwarding data between BS andsusa a relay enhanced
cell, the multiple access points (APs), including one bastan (BS) and multiple relay
nodes (RNs), interfere with each other when transmittinghensame resource. Thus, the
adaptive resource allocation in a REC needs to take intoumtdbe interference among
multiple APs, which has been investigated in Chapter 5. Wdmmnplete centralized ap-
proach is infeasible in practical systems due to extremigllg bomputational complexity
and huge signaling for the exchange of instantaneous charioenation, a two-step ap-
proach has been proposed for the adaptive resource atindgatthe REC. Two kinds of
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links can be identified in the REC, namely the access links, the links between APs
and users, and the relay links, i.e. the links between BS dsl ®n a long-term basis,
all APs independently group together the user access liitkdwgh spatially correlations,
forming the so-called logical beams, and then the BS dedaesach chunk which logi-
cal beams are served on it according to the long-term avendgiderence as well as the
traffic load. On a short-term basis, each AP decides for elaghkcwhich user of the log-
ical beam transmits. Since users belonging to the samealdgéam exhibit high spatial
correlation, the interference to other users generatecebwrgy them is also highly cor-
related, which allows individual APs to accurately estientite inter-cell interference on
a short-term basis. By following the proposed two-step apgin, mutual interference di-
versity gain is exploited by means of dynamic logical beamstaction at each AP and
dynamic logical beam allocation at the BS, and multi-useediity gain is exploited by
means of adaptive user allocation at the AP based on ins&mtia CSI. The proposed al-
gorithm for logical beam construction dynamically credtagical beams with respect to
the channel spatial structure of all users, and it is showsutperform a fixed construc-
tion approach. Furthermore, two algorithms, chunk-bynathialancing (CCB) algorithm
and iterative independent balancing (IIB) algorithm, hbaeen proposed to the allocation
of logical beams. Both of them target at optimizing the resewsharing among logical
beams and guaranteeing the balancing of resource assigie®reen the access links
and the relay links as well. The proposed CCB algorithm maeasithe cell throughput,
while the proposed IIB algorithm provides fairness amonrgysis

Indeed, users in the cellular system can be classified as tefleusers that are near to
the serving AP, and outer cell users located at the borddreo€bverage area of serving
AP and adjacent APs. Inner cell users generally experieanelow and negligible inter-
cell interference, and thus the joint approach proposeth®isingle AP scenario can be
applied for the adaptive resource allocation of inner cedira. On the other hand, outer
cell users experience strong inter-cell interference,samtthe two-step approach proposed
for multiple APs scenario should be applied in order to cofib the inter-cell interference
and gain from mutual interference diversity.
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A Appendix

A.1 Derivation of the Local Variance of the channel
coefficient within Chunk

In this appendix, the derivation of the local variance of¢hannel coefﬁuenh )is pre-
sented.

Supposex(n) is a stationary random process with mean valueand auto-covariance
C(An). Define the block averaging valueas the mean value ovr, P — 1],

z(p). (A1)

The mean value of is

| Pl P—
{F x(p } Z (p)} = my. (A.2)

p=0

And the variance of can be written as

—m?)
(A.3)

Since for the value ofp, — p;) there are” '0's, (P —1) 'I'sand —1's,...,1’P —1"and
'—(P — 1), it follows

2 _ 1 |Anj
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The channel fadingh\';, is a stationary two-dimensional random process. Rgt:)
andR,(-) denote the auto-correlation function of channel fadifﬁ; in time and frequency
direction, respectively. Note that the mean valuépf is zero and so its auto-covariance

is the same as auto-correlation.

2 in (4.11) is the variance of the block averagiinﬂé) defined in (4.9). Following the
similar procedure described above for one-dimensiona&,€asan be expressed as

0 _ 1 nzb: (1_ |p|>Rf<nfs),
)

Nsub Nsub
p=— (nsub -1

Loy (1— 4 )quTs), (A5)

Ngymb Nsymb
sy q:_(nsymb_l) sym

with f, andT; being the sub-carrier spacing and the OFDM symbol duratespectively.

If the continuous auto-correlation function is known irestef discrete one, since chan-
nel fading is assumed to be flat within sub-carrier and consteer one OFDM symbof)
can be calculated by integral over continuous auto-cdrogldunction as

o = o [ (- ma
Bchunk B Bchunk /

—Dchunk

1 /‘Tchunk (1 |t‘ ) R (t)dt (A 6)
Tchunk —Tehunk Tchunk ' .
With Bopunk = Nsub fs aNd Tk = ngymp s representing the bandwidth and the time
duration of the chunk, respectively.

From (A.6),2 is known as a function of the chunk dimension and the autcetadron
function of the channel coefficiet, ;. By assuming exponential power delay profile and
Jakes Doppler spectrum, the auto-correlation functionB@thannel fading are given by

1

R(f,t):R(f)'R(t):m'

J() (QWfD,maxt) (A?)
[Ste92], wherer, is the RMS delay spread .. the maximum Doppler spread angl-)
is the zero-order Bessel function of the first kind.

As introduced in Section 2.3.3, the coherence bandwidth@doherence time are de-
fined as the reciprocal of the delay spread and the maximunplBoppread, respectively.
By substituting (2.17) and (2.21), the auto-correlationclion of the channel coefficient
in (A.7) becomes

1 t
R(f,t) = ———— - Jo (2 . A.8
N o (2n7) (A8)
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A.1 Derivation of the Local Variance of the channel coeffiti®iithin Chunk

By substituting the auto-correlation function describgdA.8) into (A.6) and further
substituting the normalized chunk dimensiBg,..x defined in (4.22) and the normalized
chunk duratiorl .., defined in (4.23)§2 can be calculated by

1 Behunk 1
Q = —= / (1— |f|) s—df ...
Behunk /- Betuni Nsub / 1+ JT

! / o (1 __l )J0(27rt)dt. (A.9)

Tchunk —Tehunk chunk
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A.2 Derivation of the Optimal Update Interval

In the appendix, the proof of Theorem 1 stated in SectiorB4s3presented .
As both the throughput, and the effective throughpuytshould be positive, from

_ Tup Tt

=& > 0
Po &1 Toon (0) +&o :

I8
1—— > 0
Tup ’

the reasonable update interdal, is in the range of

€0Tcoh

max(1, 8) < Ty < (A.10)

&1

Since the effective throughput as a function of the updatval T, in (4.32) is twice
differentiable, its maximum can be determined by the seaderi/ative test [AP72] as
follows. From (4.32), the first and second derivative of tiffeative throughputp with
respect to the update interv|, are equal to

dp _fle i 5o

= ) A.11
dTy, Teon Tgp ( )
and g
2
P _ BEo (A.12)
d*Typ Tgp

respectively. By letting the first derivative be equal toazehe stable point in the range

given by (A.10) is
* 505Tcoh
Ty, =4/ &, (A.13)

Moreover, it can be seen from (A.12) that the second devieat the stable poirif;
is negative, therefore the effective throughputas a maximum &ty;, according to the
second derivative, which is equal to test [AP72].

Since the coherence tinfe,, is a function of the speed of liglat the carrier frequency
f. and the velocity, cf. (2.21), the optimal update interval that maximizes ¢ffective

throughput is equal to
* SOC ﬁ
Tupopt = Top = e Vo (A.14)

By substituting the optimal update interal, .,; in (A.14) into (4.32), the achieved max-
imum effective throughput is given by

Pmax = p(Tup,opt) = fle%(\/@)Q -2 \l éléOTf%\/ﬁ + 50- (A15)
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In order to analyze the behavior of the maximum effectivetlghputp,,..,. with respect
to the overhead and the velocity, let’s calculate the derivative of with,,., given by
(A.15) with respect tg/[v

dpmax o fC fC
AA) 2§1Tf;\/% -2 flfon;~ (A.16)
If 5 <1, from (A.10) it follows
fOC \/7
6Tl (A1D)
d
T p < 200 (A.18)
§1Tffc' .

By substituting (A.18) into (A.16), the following inequglican be obtained
dpmax fc Ocﬁ fc
26, T; — 24/ & &0 T
d(\/@) fl f flefc 50 5150 f

= yfasnl G-

< 0. (A.19)

A\

If 5> 1, from (A.10) it follows

fOC \/7
A.20
a1l (A:20)
and so ¢
oC
A.21
< Ens (A2
By substituting (A.21) into (A.16), the following inequglican be obtained
dpmax
< 0. A.22
a3 #-22

Thus, the first derivative of the maximum effective througtyp,... with respect to/(v is
always negative for any value f3v, from which it can be concluded that the maximum
effective throughpup,,.. monotonically decreases witfi3v.

135



A Appendix

A.3 Derivation of Multi-user Diversity Gain in
Adaptive OFDMA

In this appendix, the multi-user diversity gain achievedaoliaptive OFDMA, i.e. by as-
signing the chunk to the user with the highest channel gaiongnall X users, is derived
as a function of the number of users.

Let h ) denote the channel coefficient experienced by désen chunkn of OFDM

symbolt and suppose Is a stationary two dimensional zero-mean Gaussian random
process. Moreover, the channel coefficient of all usersssirag to be independent and
identically distributed (i.i.d).

The channel gaifh.") |2 follows Rayleigh distribution [Pap65] and so the pdf anddte
of the channel gain as the square value of the channel ceetffiare given by

plhi’“lP(x) =e 7 (A.23)
and

Flhi’“lP(x) =1—e" (A.24)

respectively. By performing adaptive OFDMA, the resultectgannel gain on chunk of
OFDM symbolt is the highest one among dil users,

RS2 = max{| R, .. (B2 (A.25)
which is theK -th order statistic [Wei] and its pdf is given by
K—-1
Pastos(#) = K (Fyoa(®)) " py(e) = Ke (1

The mean value of the resulting channel gain from adaptivie /@& |ffm‘apt|2 is then equal
to

,x)K—l

(A.26)

E{|hadapt‘ }

[P Ke™(1—e ™) da

A.27
I+5+ 4+ (A-27)

In case of fixed allocation, as the user assignment is indbgp#rof the channel condi-
tions, the channel gaifh|? obtained with fixed allocation has the same distribution as

the channel gain of any usgr")|%. Hence, its mean value is given by
E{|ny Y = / e dr = 1. (A.28)
0

Define the multi-user diversity gaii#,yp as the ratio between the channel gain achieved
by adaptive OFDMA and the one achieved by fixed OFDMA, i.e.

Bl )

Gmup = E{| Ry (A.29)
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A.3 Derivation of Multi-user Diversity Gain in Adaptive ORDA

From (A.27) and (A.28), the multi-user diversity g&ifyp can be expressed as a function
of the numberk of users,

(A.30)

1 1
K) =14 =+ o4 —.
Guup(K) +2+ +K
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Nomenclature

Abbreviations

AMC
AOA
AoD

AP

AS
AWGN
B3G

BC

BCH

BF
BLDPCC
BS
BW-REW
CCB
CCDF
CDMA
CIR

CP
CQl

Adaptive Modulation and Coding, page 37

Angle of Arrival, page 19

Angle of Departure, page 19

Access Point, page 4

Angle Spread, page 24

Additive White Gaussian Noise, page 27

Beyond third Generation, page 1

Broadcast Channel, page 29

Broadcast Control Channel, page 34

Beamforming, page 29

Punctured Block Low-density Parity Check Code, p2gge
Base Station, page 2

Bandwidth Request, page 89

Chunk by Chunk Balancing, page 115

Complimentary Cumulative Distribute Function, pade 5
Code Division Multiple Access, page 3

Channel Impulse Response, page 20

Cyclic Prefix, page 26

Channel Quality Indication, page 9
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Nomenclature

CSl
CTF
CWER
DCA
DFT
DJ

DL
DS
FCA
FDD
FDMA
FEC
FP
GoB
ICI
IDFT
IFFT
1B

ISI
LOS
MAC
MC
MCS
MIB
MIMO
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Channel State Information, page 9
Channel Transfer Function, page 22
Code Word Error Rate, page 39

Dynamic Channel Assignment, page 11
Discrete Fourier Transform, page 25
Disjoint, page 60

Downlink, page 2

Delay Spread, page 22

Fixed Channel Assignment, page 11
Frequency Division Duplex, page 16
Frequency Division Multiple Access, page 3
Forward Error Correction, page 37

First Priority, page 50
Grid-of-Beamforming, page 14
Inter-carrier Interference, page 25

Inverse Discrete Fourier Transform, page 25
Inverse Fast Fourier Transform, page 26
Iterative Independent Balancing, page 117
Inter-symbol Interference, page 1

Line of Sight, page 120

Medium Access Control, page 37
Multi-carrier, page 1

Modulation and Coding Scheme, page 8
Mutual Information per Bit, page 40

Multi-input Multiple-output, page 2



Nomenclature

MISO
MMF
MMSE
NLOS
OFDM
OFDMA
Ovh
P2S
PAS
PCPC
PDF
PF
PUPC
QoS
RAC
REC
RMS
RN
RNC
S2P
SBI
SDMA
SINR
SNR
SuUl

Multiple Input Multiple Output, page 32
Max-Min fairness, page 5

Minimum Mean Square Error, page 33

Non Line of Sight, page 2

Orthogonal Frequency Division Multiplexing, page 2
Orthogonal Frequency Division Multiple Access, p&e
Overhead, page 72

parallel-to-serial, page 26

Power Azimuth Spectrum, page 24

Per Chunk Power Constraint, page 45
Probability Density Function, page 22
Proportional Fairness, page 5

Per User Power Constraint, page 45

Quiality of Service, page 3

Random Access Channel, page 34
Relay-enhanced Cell, page 2

Root Mean Square, page 22

Relay Node, page 2

Radio Network Controller, page 11
serial-to-parallel, page 26

Successive Bit Insertion, page 13
Spatial Division Multiple Access, page 3
Signal-to-Interference and Noise Ratio, page 9
Signal to Noise Ratio, page 29

Successive User Insertion, page 13
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Nomenclature

SVD Singular Value Decomposition, page 33

TBEB Truncated Binary Exponential Back-off, page 10
TDD Time Division Duplex, page 9

TDMA Time Division Multiple Access, page 3

TO Transmission Opportunity, page 90

UL Uplink, page 8

ULA Uniform Linear Array, page 16

uT User Terminal, page 2

WP Weighted Priority, page 50

ZFBF Zero-forcing Beamforming, page 6

Operators

()" complex conjugate, page 15

()T transpose, page 15

()1 matrix inverse, page 15

() complex Hermitian, page 15

[-]i,j element in the-th row andj-th column of a matrix in bracket, page 15

circular convolution, page 27
element-wise multiplication, page 27
Il Frobenius norm, page 15

|- | cardinality of a set, page 54

diag]] diagonal matrix containing elements in the argument, p&ge 1
E[] expectation, page 15

Fl Fourier transform, page 23

F discrete Fourier transform, page 27

F inverse discrete Fourier transform, page 26
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Nomenclature

tr[ ]

Symbols

B,

B chunk

B chunk

Bcoh
By,

Cyadapt
tot,eff

~adapt
Otot

~fix
CYtot

~S
Ctot
&

o

trace, page 15

fraction of the resources available in one frame requiredrsy CSI up-
date, page 75

set of beams in the fixed grid of beams on chunkage 85

chunk bandwidth normalized by channel coherence bandypdile 71
chunk bandwidth, page 71

coherence bandwidth, page 23

relative data rate of usérwith respect to its rate request, page 49

effective average capacity achieved by adaptive resouliceaton,
page 72

average of total capacity achieved by adaptive resourceatlbn, page 71

average of total capacity achieved by fixed resource ailmtacheme”,
page 68

average of total capacity achieved by allocation schéingage 68
speed of light, page 20

average capacity of uséron chunkm, page 69

Shannon capacity of uséron sub-carrier, of OFDM symbolt, page 68

average delay of BW-REQ transmission using random accessmss
page 92

average delay of BW-REQ transmission using polling schegrage 90
binary variable describing the resource allocation, page 4
estimate of the transmit signal intended for usel;, page 30

vector of transmit signals of all users, page 31

vector of transmit signal intended for ugerpage 30

distance between two adjacent base stations, page 16

distance between transmitter and receiver, page 18
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Nomenclature

APy,
Ar

GRX
GTX

G jn

Gk,n
Gk,n

Gu,s,n

gu,s(Ta t)
iy

H

h

MISO
hk:,i

Hy
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power increase of uséron chunkn, page 49

rate increase, page 49

receiver filter or receive beamforming matrix of ugepage 30
receive beamforming vector of useon chunkn, page 81
required SINR for the reliable transmission at a rate, glage 38
maximum Doppler frequency, page 20

carrier frequency, page 20

Doppler frequency for the:-th sub-path of the-th path, page 20
path-loss exponent, page 18

set of supported data rates, page 38

discrete channel impulse response, page 27

antenna gain of receiver, page 21

antenna gain of transmitter, page 21

effective channel gain gfth data symbol in case of ZFBF, page 31

effective channel gain of uséron chunkn given that usey is also served
on chunkn, page 47

channel gain on chunk of userk, page 38

channel norm of user on chunkn, page 83

amplitude of the CIR on the-th path between antenna péir, s), page 21
CIR between antenna pdit, s) as function of delay and timet, page 21
local mean of the channel coefficient of ugesn chunkm, page 69
channel matrix of all users, page 31

discrete channel transfer function, page 27

the:-th equivalent MISO channel of channel matki,, page 33

channel matrix of uset, page 30



Nomenclature

Yn

Zn

I/

Ly
]k,n
J(z)

k,*

Nsub

channel frequency response at frequefi@nd timet , page 22
channel transfer function on sub-carrigrpage 27

transmit signal on sub-carrier, page 27

receive signal on sub-carrier page 27

noise on sub-carriet, page 27

unitary matrix, page 32

interference received by usemn logical beamA from the interfering log-
ical beamB, page 113

interference injected by us¢ron user; , page 113
power of interference on chunkof userk, page 38
Jain’s index, page 54

number of users, page 29

index of the selected user, page 49

index of the selected chunk, page 49

probability of BW-REQ arrival, page 90

thei-th eigenvalue of channel correlation matRy, , page 84
initial back-off window in units of frames, page 91
total number of data symbols, page 29

number of data symbols transmitted by ukgpage 29
maximum back-off stage, page 91

total number of receive antennas, page 29

number of transmit antennas, page 29

number of receive antennas at usgpage 29
number of sub-carriers, page 25

number of transmission opportunities, page 90

number of sub-carriers per chunk, page 67
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Nomenclature

Nsymb number of OFDM symbols per chunk, page 67

N, number of chunks, page 38

Nin power of noise on chunk of userk, page 38

Gmn AoD of them-th sub-path in the-th path, page 19

Uk cost function in optimization problem, page 49

Yo initial phase for then-th sub-path in the:-th path, page 21

P Ao0A of the m-th sub-path in the-th path, page 19

P conditional collision probability, page 92

p(6) power azimuth specturm, page 24

Punk transmit power available for each chunk, page 54

Piot total available transmit power, page 54

Dix probability of a user to transmit in a frame for random accpage 94

Py transmit power allocated to uskr, page 113

P, power of then-th path, page 19

Py transmit power on chunk of userk, page 38

Q number of supported data rates, page 38

r time-domain receive signal in MC systems, page 27

Ry channel correlation matrix of uséy page 82

RE” correlation matrix of the channel between usand the AP serving user
7, page 113

p effective data throughput, page 75

£o data throughput, page 75

Pmax maximum data throughput achieved with the optimum inteo¥& S| up-

date, page 79
PAB spatial correlation between logical beatrand B, page 109

i spatial correlation between usesind;j, page 109
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Nomenclature

Tetl

R,(Ad)

Ry(7)

Rg(T; At)

rate of control data transmission, page 72

correlation function of the CIRs at two antenna elementsegpdy Ad,
page 24

auto-correlation function of the CIR(7,t) as a function of delay differ-
enceAr at At = 0, page 22

auto-correlation function of the time-variant CIRr, t) as a function of
delay differenceAr and time differenceé\t, page 22

R,(m,T2;t1,t2) auto-correlation function of the time-variant CtRr, ), page 22

Rh(Af; At)

auto-correlation function of the CTE(f,¢) as a function of frequency
differenceA f and time differencé\t, page 22

Riu(f1, f2;t1,t2) auto-correlation function of the CTHK f, ¢), page 22

Ry,
Tk (t)

T'{A,B,C}

TA/(B,C)

Tkn

the data rate request of userpage 46
data rate granted to uskiin framet, page 53

total achievable data rate of the group of logical bedmsB, C'} that
share the same resource, page 114

achievable rate of logical beahwhen sharing resource with logical beam
B andC, page 114

rate on chunk: of userk, page 38

time-domain transmit signal in MC system, page 26

delay spread, page 22

noise power, page 38

thei-th singular value of channel matrH,, , page 33

useful signal power of usér, page 113

delay of then-th path, page 19

direction of the relative motion of UT, page 19

chunk duration normalized by channel coherence time, page 7
symbol duration of the baseband signal, page 25

average data rate of usebeing updated after iteratioanpage 57
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Nomenclature

T, relative interval of CSl update, page 76

T ehunk chunk duration, page 71

Teon coherence time, page 23

te size of the historical time window for average rate compaigtpage 53
Ty frame duration, page 76

T, duration of guard interval, page 27

Tk (t) average data rate of usetill frame ¢, page 53

T, useful OFDM symbol duration, page 25

T! overall OFDM symbol duration including guard interval, p2

Thip opt optimum interval of CSI update, page 79

Tup interval of CSl update, page 75

U, the set of users served on chunkpage 54

Vi thei-th eigenvector of channel correlation matRy, , page 84

Vi the:-th right singular vector of channel matiX,, , page 33

var{) local variance of the channel coefficient of usesn chunkm, page 69
A% transmit beamforming matrix of all users , page 31

W, transmit filter or transmit beamforming matrix of ugempage 30

Wk n transmit beamforming vector of useion chunkn, page 81

Wy initial back-off window in units of transmission opportties, page 91
W back-off window after collisions, page 91

X frequency-domain transmit signal in MC system, page 25

X, shadowing , page 18

y vector of receive signals of all users, page 31

Vi vector of receive signal of usér page 30

Yy frequency-domain receive signal in MC systems, page 27
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Nomenclature

Zj,

frequency-domain additive white Gaussian noise, page 27
vector of noise of user, page 30

time-domain additive white Gaussian noise, page 27
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