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Abstract

We present a novel scheme for Slotted ALOHA random acces®rags(RAS) that combines
physical-layer network coding (PLNC) with multiuser deten (MUD). PLNC and MUD are applied
jointly at the physical (PHY) layer in order to extract angdar combination of messages experiencing
a collision within a slot. The set of combinations extradi@in a whole frame is then processed by the
receiver to recover the original packets. A simple pre-egditage at the transmitting terminals allows
the receiver to further decrease the packet loss rate. Véemtreesults for the decoding at the PHY layer
as well as several performance measures at frame level lp#meughput, packet loss rate and energy
efficiency. The results we present are promising and sugbesta cross layer approach leveraging
on the joint use of PLNC and MUD can significantly improve thexfprmance of RA systems in the

presence of slow fading.

I. INTRODUCTION

Random access systems (RAS) can be regarded as an oppoatuhia challenge at the same

time. On the one side RAS require little coordination amdrgttansmitters. This, among other

Part of the results presented in this article have been predet ICC 2014 [1] and NetCod 2014 [2] conferences.



advantages, makes it possible to live together with lardaydethat are typical, for instance, of
satellite communication networks. As a drawback, the ldakoordination brings about the issue
of signals from different transmitters interfering at tleeeiver. So far different ways of tackling
the problem of collisions in RAS have been proposed. Theskeide exploiting the difference
in the power of the received signals [3] or applying multiudetection (MUD) methods as in
code-division multiple-access (CDMA) systems [4]. Myacket reception, i.e., the capability
for the receiver to decode more than one packet from a amlljdias been and still is an active
research field. In [5] an overview of the main MUD techniquespresented. The impact of
multi-packets reception in Slotted ALOHA systems has bdedied in [6]. Another approach
proposed in the literature consists in having each tramsmsending multiple replicas of the
same packet within a frame. The receiver tries to decode Hoggbs that do not experience
collision as proposed in [7] or, once such clean packets e decoded, it subtracts the
decoded packets from the slots where their replicas are9B]Recently, the possibility of
decoding functions of colliding signals has been studiefll®] and [11]. In these works the
linearity of error correction codes has been applied in the-way relay channel (TWRC) to
decode the XOR of messages experiencing a collision. &gaftom the sum of the physical
signals and assuming the same channel code at both end sadgesdi, the corresponding XOR
is calculated and exploited, through an adequate MAC pobt@s side information to recover
the single messages. This approach is one of the possiblenmptations of the wider concept
of physical-layer network coding (PLNC). The performaniceits for the decoding of the sum
of colliding signals have been studied from an informatioeadretical perspective and assuming
lattice codes in [12] [13]. Most of the literature about PLN@uses on the TWRC. In [14]
[15] a quaternary decoding approach for the MAC phase of wmway relay channel has
been proposed, showing that there is an advantage in camgptite XOR by combining the
previously estimated individual messages, rather thactlyr decoding the sum from the analog
signal. In [16] PLNC has been applied to random access sgstgndecoding the XOR of all
colliding signals within a slot and then trying to recovelr tehnsmitted packets within a frame
using matrix manipulations ifif;. In [17] and [18], an enhanced scheme based on PLNC over
extension fields has been proposed. An information thealesinalysis of the performance of
physical-layer network coding in random access systemsbbas presented in [19]. Recent

variants of coded random access schemes are presented,ifof@®&ing on MAC aspects and



their asymptotic performance. Details on the theoretioalysis of the different proposals based
on the coded Slotted ALOHA paradigm (with the respectivenigaand frameless approaches)
can be found in the references therein, together with d&ens on practical implementation
aspects. In [21] a theoretical analysis of coded Slotted WAGsystems is presented. In [22]
and [23] a practical implementation of a system that makesaofivooth PLNC and MUD in the
multiple-access channel of a wireless local area netwogresented. Specifically, in [23] the
case of two colliding signals is considered, a relaying getuassumed and a joint detection
(but not joint decoding) is performed. Practical solutidosthe detection of active users and
the estimation of channel state information parametersais@ being actively investigated [24].
Some of these techniques are based on compressed-sensjaysg multi-user detection. Since
this is a common problem for coded random access solutiogemeral, we are not providing
a complete overview of recent work. Some examples and celaitdiography can be found in
[25] [26].

In the present paper we propose two novel schemes to enhlarmeeghput and packet loss
rate (PLR) of Slotted ALOHA networks that leverage on a cambbn of PLNC and MUD. In
the proposed schemes each information message undergoes@dmng stage at the transmitter
before the channel encoding. The pre-coding consists impleimultiplication by a coefficient
drawn at random from an extension field. The receiver trietetmde at the physical (PHY) layer
any linear combination i, from the set of colliding bursts within each slot. Once theoigh
frame has been processed at the PHY layer, the receiver liseset of linear combinations
available to retrieve all messages transmitted within tiaené by using matrix manipulation
techniques over the same extension field of the pre-codagestThe use of an extension field
in the pre-coding stage decreases the PLR of the systemeAHKY layer the receiver employs
a hybrid between a PLNC decoder and a MUD. Two different MUBesges are considered in
combination with PLNC. One is a joint decoder (JD), in whidhsignals are decoded jointly
1, The other MUD technique we combine with PLNC is successiterierence cancellation

(SIC). We present numerical results for the number of intiega(i.e., linearly independent)

1This differs significantly from a parallel interference cahation scheme (PIC), since in this last one several desodre
employed in parallel estimating a different message eatlilevin a JD just one decoder is used, which decodes jointlpfal

the messages.



messages decoded within a slot as well as for throughpukepéass rate and energy efficiency
in a framed slotted ALOHA-like scenario. Our results shoatthunlike the scheme presented in
[18], the joint use of PLNC and joint decoding is robust agastow fading, which characterizes
many scenarios of practical relevance.

The rest of the paper is organized as follows. In Section llinteoduce the system model.
In Section 11l the proposed approach is described while ictiSe IV we focus on the different
decoding alternatives at the PHY layer. Section V contalres iumerical results, while the

conclusions are presented in Section VI.

[l. SYSTEM MODEL

Let us consider a random multiple-access network with anitefpopulation of terminals and
one receiveRx. Time is divided into slots. Transmissions are organizedrames ofS slots
each. We define a packetas a block of RN information bits. The user population generates
an aggregated offered traffic which is modelled as a Poissoreps of intensitys packets per
slot. Each time a packet; = [u; 1, ..., u; ry] iS generated at termindl,, it is channel encoded
using an encoder of ratg, thus creating a codewordl = [c; 1, ..., ¢; y] Of N bits. The same
channel code is used by all transmitting terminals. The wode c; is then mapped to a binary
phase-shift keying (BPSK)-modulated busstand transmitted over the channel. We consider
BPSK modulation for simplicity, but other kinds of modutais can also be used. It is worth
noting that the specific modulation considered can have rafgignt impact on the packet loss
rate performance of PLNC. In [27] and [28] it was shown thatlifig the modulation which
minimizes the message error rate is not trivial even for asodad system and collisions of size
2. How to optimally design the modulation constellation in@led system and for a generic
collision size in case a joint PLNC and MUD receiver is usea@ ishallenging open problem
which is out of the scope of the present paper. We also pointhat the schemes proposed in
the following rely on channel codes and modulations alréadyse in commercial standards and
have the advantage of requiring little modification at tlesmitter side. Most of the additional
complexity if moved at the receiver which usually has lessst@ints in terms of computational
capabilities with respect to the user terminals.

We assume that the burst duration is approximately equalatiodf a slot. Let us now consider

one of theS slots of the frame. In case of a collision &f packets (namely, collision ddize



K) the n-th sample of the received signal can then be written as

K
Yn = Z hkxk,n + Wy, Wy~ N (07 1) ) (1)
k=1

where the fading coefficients are real-valued and follow @dage probability distribution with
E{|h|’} = SNR, E{z} being the mean value of. The fading coefficients are estimated at the
receiver but are not known at the transmitters and are asktionehange in an independently
and identically distributed (i.i.d.) fashion across temais and time slots. We further assume
that the transmitters are synchronized such that all ssgmahsmitted within a slot add up with
symbol synchronism at the receiver. At the receiver sitte,first processes the frame at the
physical level one slot at a time. The PHY processing conisigb applying a combination of
MUD and PLNC in order to decode as many linearly independergsages as possible. Once
the processing at the PHY level is completBd, applies a second step of decoding, which takes
place at the frame level. The linear combinations recovén@a the PHY layer processing are
then treated as a system of equationgfin ¢ being an extension field of the king = 27,

nye € N. The decoding process at frame level is detailed in Sectlonhile the details of how

different combinations are extracted from the same coliisgire given in Section IV.

[1l. RANDOM AccCESS WITHPLNC AND MUD

In the present section we describe the proposed randomsasceeme named Seek and
Decode (&D). The transmitter side is the same as in [18]. The main iatiom is in the
decoding process at both slot level and frame level. We priedtall the operations at the

transmitter side presented in [18] and then move on to theriggi®n of the receiver side.

A. Transmitter Sde

Each burst is transmitted more than once within a frame, s&veral replicas of the same
burst are transmitted. Assume that termih&las a message; to deliver toRx during a given
frame, i.e., terminall; is anactive terminal in that frame. Before each transmission, terminal
pre-encodesi; as depicted in Fig. 1. The message to be transmitted is divilte groups of
ny. bits each. Each group of bits is mapped to a symbdi ing = 2", and then multiplied by
a coefficiento; ; € F,. The coefficientr; ;, j € {1,...,5}, is chosen at random in each time

slot j while it is fixed for all symbols within a message. Note tha fire-coding does not have



_ , e (0 1
ne®Y  gieFa g el uij €N Ci_ego,}

J Xi j
—F— ]Fq (IFq)_l 1 G #—> vl —F—>
RN RN [Tobe RN [Tvbe RN N N

ai,j € [Fq

Fig. 1. Pre-coding, channel coding and modulation at thestrétter side. Pre-coding consists in mapping the message t
vector inFFy, ¢ = 2", multiply each element of the vector by the same coefficient randomly chosen ", and apply an
inverse mappindF,) ™" from F, to {0, 1}. The sub indey indicates the slot within a frame in which the replica of neegs

u; is transmitted. A different coefficient; ; is used for each replica.

any impact on the decoding process at the PHY layer and ejliitle increase in complexity
with respect to a traditional scheme. The multiplicationwpfby «; ; helps the decoding at
frame level, which will be described later in this sectiorfteh the multiplication, the message
is channel-encoded (bloc& in Fig. 1), a header is attached and the modulation takes plac
(block 1 in Fig. 1). Pseudo-noise sequences with good cross-cborlaroperties can be used in
the header in order to identify the user within the frame.HSidentification allows the receiver
to deduce the pre-coding coefficients used by each traresrmagtdescribed in the following. The
coefficientsa; ; can be generated using a pseudo-random number generadagiven frame the
active terminal chooses a seed for the generator and takasitfias many outputs as the number
of replicas to be transmitted. Each seed is associated tot@rc@éeader, which is detected by
the receiver using the cross-correlation properties ohtralet. The same header is used within
a given frame by an active terminal. In this way the receivaan detect which slots a certain
terminal is transmitting in and derive the coefficients ugedhe different replicas from the
header. The header is also used to perform the channel éstinoh each of the transmitters. A
more detailed analysis of the issues related to headertogtesand channel estimation can be
found in [18], [29], [30].

20ther PHY layer signatures can also be used by the terminaddlaw Rx to identify the transmitters. This is a subject

which has been extensively studied in literature and furttigcussion on this is out of the scope of the present work.



B. Receiver Sde: Decoding at Frame Level

According to the literature related to random access s)stemnen two or more signals
interfere at the receiver, this can either use some kind tErfierence cancelation or, as in
physical-layer network coding, try to decode a function loé tolliding signals. Most of the
MUD techniques found in literature can be categorized as&®ISIC. Often such methods are
iterative and alternate a detection phase to an estimatiasep In the proposed scheme the
receiver applies goint decoder which tries to recover simultaneously all messagedved in
the collision. An FFT-based belief propagation decoderr diie vectorial combination of all
message bits, which is described in detail in [31], is adibpidne decoder jointly estimates all
the single messages and then calculates the XOR of any snfftbet estimated messages. It is
important to notice that, as shown in [15], the sunfinof a set of estimated messages can be
correct even if the estimated messages taken individualhain errors. A cyclic redundancy
check (CRC) can be used for error detection. Thanks to tteality of the channel code, the
XOR of the CRCs relative to a set of messages is a valid CRChierXOR of the messages
in the set. Here we assume ideal error detection at the exciv ease of exposition. Given a
slot with a collision of sizeK, the receiver tries to decod€ independent linear combinations
in F, of the colliding signals. The total number of linear combioas that the decoder can
try to recover isy ", (*) = 2% — 1. Assuming the receiver is able to reliably estimate the
random coefficients and the identity of the transmittersdoheslot through the packet headers
[18] [29], each decoded linear combinationlip can be interpreted at the receiver, according
to arithmetics of extension fields, as an equatiofff jng = 2"<. Stacking together all equations

the receiver ends up with a linear system having the form
ATU = b, 2

where A is the coefficient matrix havingv®* rows and a number of columns that depends on
the number of combinations decoded at PHY lajér= [uy, ..., un:«|? is a vector containing
the information messages transmitted by i€ active terminals in the framep is a vector

containing the output of the decoding at PHY layer dni$ the transpose operator.



IV. DECODING AT SLOT LEVEL

In Section Il we described the proposed scheme assumingtaidecoder is applied at the
PHY layer. As described in the previous section the jointodec first estimates all the single
messages involved in a certain collision. Afterwards, tBeéDSrariant of the joint decoding is
applied, in which the sum ifif, of any subset of the estimated messages is calculated. Since
in some cases the sum of a set of estimated messages can eet @ven if the estimated
messages taken individually contain errors, tBeDSapproach increases the average number of
useful packets decoded from a collision with respect to anabjoint decoder.

This approach is only one of the many in which MUD can be comtiwith PLNC. In fact
other kinds of MUD can be adapted to th&[S scheme rather than joint decoding. Although
some of them may lose in terms of performance with respecheojdint decoding approach,
they can be attractive from a practical perspective forrtleever complexity.

For completeness we recall that PLNC can be applied to redbeesum of all the collided
packets for a generic collision size directly to the recéigggnal, i.e., without first trying to
estimate the individual messages. We do not report here dtalsifor a matter of space and
remaind the interested reader to [32] for further details.

In the present section we describe several alternativarsefhievhile in Section V we numer-
ically compare their performance in terms of the number obirative packets decoded from
a collision. Here we focus only on the decoding within a slajle the performance at frame

level is assessed in Section V.

A. Separate Decoding

The simplest approach is to decode each packet separatelyidering all other packets as
interference. As for all other schemes to follow, we assuhlmnnel state information (CSI) at
the receiver for all transmitting terminals as well as krexlge at the receiver of the transmit
alphabet, i.e. BPSK constellatioh With this, and assumind< bursts collide in a slot, we
can write the log-likelihood value (L-value) of uséri € {1,2,..., K} and symbol position
n,n€{1,2,...,N}, as:

3A further simplification would be to consider the interfeceras Gaussian noise, which would result in reduced perfurena

and is therefore not considered here.
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According to Egn. (1)y, is a weighted sum of the-th symbols of allKX colliding signals.

Li,n e In

Since the received symbgl, depends on all symbols, we need to marginalize over all other
users’ symbols. For this, we define the sﬂ.’g@) £ {x=p(d): deFL, d; =b} for b € Fy,

with cardinalit;{)(i(b)) — 2K-1 _We can think of the variabld as the vector of the coded bits

of all users at the same position, i, = [c1.n, 2, - - .,cK,n]T. We obtain for the L-values
I 1 ExeXi(l) Px |ya] | ExeXi(l) P (Yn | x)
im — 111 = 1In
ZXEXi(O) P [x |yn] ZXEXi(O) P (Yn | X)
> e x (D €XP (— (yn — hTX)Q)
=In : =z
e P (= (yn = hTx)%) (a)
= jacln {— (yn — th)Z}
xeX.(l)
— jacln {— (yn — th)Q}
xex®

where jacln {zy,...,2,} £ In >_i—exp (v;) denotes the Jacobian logarithm, which can be
computed recursively and for which computationally effiti@pproximations exist [33]. These
L-values are input to a soft-input decoder, which typica#lya Viterbi, a turbo or an LDPC

decoder.

B. Successive Interference Cancellation (SIC)

A straightforward and well-known extension of basic singser decoding is SIC: if a packet
uy- is successfully decoded, its corresponding codewgrénd symbol sequence,- are known
and can be subtracted from the received signalkreating a multiple-access channel (as defined
in [34]) within a slot with X' — 1 terminals. This process can be repeated until decodingl of al
remaining packets fails. To avoid unneccessary compuistiwe can exploit the knowledge of
the instantaneous SNRs and order the users accordingly:Heta permutation of1,2,..., K}

such that

by 2 ha@) 2> -+ 2 ha(i).- )
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Then decoding starts with usef1). Apart from reducing computational complexity, this olidgr
is also useful to reduce the probability of undetected errdo check the correct decoding of
a packet, usually an additional error detection code, e@RE&, has to be introduced into each
messagai,. Since there is a non-zero probability that an erroneousdieg is not detected,

the number of decoding attempts with low probability of sz should be kept to a minimum.

C. Seek & Decode with Quccessive Interference Cancellation (S&D+SC)

For a coded Slotted ALOHA system, a further decoding stegr 8tC is possible. Assume
that after the SIC procedure described abdve; K, packets have been correctly decoded, hence
leaving K; € {2, ..., K} packets for which decoding failed. In this situation, theeiger can try
to decode a combined packet, which is given by the sum of twaare of the packets that have
not yet been decoded. In a typical SIC the decoding processgdvatop here. In the proposed
S&D approach, instead, the receiver can try to decode the suasobset of{1,2,..., K;},
e.g. given bylC = {ky, ko, ..., ke} C{1,2,..., Ki}. If the decoding is successful, such decoded
packet can be exploited as a side information in order to be#pdecoding of other packets
within the same collision. The way in which such side infotima is exploited resembles the
SIC process, even though the cancellation is not appliegctyr on the sampled signal. In
the following we detail such mechanism more in depth. Let ssmume that no user in the set
{1,2,..., K;} could be decoded with the normal SIC. Then the receiver gatotdecode the
sum of a subset of1,2,..., K}, e.g. given by = {ky, ko, ... k) C {1,2,..., K;}. For this
subset we define the sets of constellation symbold fer2 as

l
ng)é{x:u(d):deﬁ?gwith Zdizb} b€y, (6)

i=1

1() being the mapping function from bits to constellation syfsband obtain the corresponding

L-values as )
> exp (= (Yn — (kg oy -+ - e, ] X))
K xeXﬁl)
Ly =1In - (7
> exp (= (Yn — [y g -+ - e, ] X))
xEXSZO)

These L-valued.f}, Lk, ... L% are fed to the soft-input decoder, which, if successful,sind
the corresponding codewoid,, - ¢, or message _, - u,. Note that the sum of messages or

codewords is defined in the finite fiek}, which is the same as the bit-wise XOR. This concept
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of packet combining is closely related to inter-flow netweodding and it exploits the linearity
of the code, which can be seen by the relation

ch = ZukG (8)

ke ke
For error detection, since CRC codes are also binary linedes; the same CRC can be used.

For K; undecoded packets, there exist

K,
> ()= -m

(=2
combinations of two or more packets, for which a decodingnaftt is possible from the L-values

defined by (7). With this definition, note that the subsﬁﬁ@ only depend orb and on the
number of packetg but not on their indice%, ..., k,. After successful decoding of a packet
sum, a subsequent idea is to re-apply interference cahoallaith the packet combination.
This, however, is not directly possible since the combinedewvordcy = >, ci does not
correspond to any received symbol sequergen (1) and the sum of codewords and symbol
sequences are taken over different fields, narfiglgnd R. However, knowledge of a combined
packetc, might still be useful for another decoding attempt: the ceality of the setﬁéb) can
be reduced by a factor of two by introducing the additionaistmaint of the known combined
packet. Then, the L-values can be recomputed and new derattempts (including = 1 for
individual packets) can be undertaken. This approach bratgut a slight additional complexity
due to the constraint on the decoded combination. In thie,che setsx!” will additionally
depend om and hence have to be computed for each coded bit.

It is interesting how such approach has strong similaritigl [35]. In [35] the decoder first
tries to decode linear combinations of a subset of the énllidnessages, and then uses the
knowledge of such combination to help recovering otherg3B] as well as in the approach
just presented, the knowledge of the first combination dedothn not be exploited by just
subtracting it from the received signal, since it does nott@im a waveform corresponding to
the decoded combination. However, in both cases such sideration can be exploited by the
decoder. Although there are significant differences betvike channel models in the two cases,
a joint study of the two models may lead to interesting reasiutim a practical perspective. The
need for an in-depth analysis of the subject does not allovafoadequate assessment in the

present paper and is left as a promising matter of study fiuréuworks.
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D. Seek & Decode with Joint Decoding (S&D+JD)

From (1) we can observe that, for what concerns the detectien received sampleg,
depend on all coded bitg,,, at the same bit position but are independent of bits at other
positions. The optimum decoding approach is therefore tsider the vectorial symbols, £
[C1ms Coms - - ,chn]T jointly. This can be done with a joint decoder which operateshe vectors
d,, or on an equivalent integer representatignsuch thatd, = bin(d,). The notationbin(b)
denotes the binary representation of the non-negativgente For LDPC and for convolutional
codes, such joint decoders are described in [31], [36]. Teeoder input is given by the

probability vector

pn<0>
p, 2 p"Fl) e R 9)
| pn(2K - 1) |
where
Pa(b) £ P[d = bin (b) | ya] < p (yn | x = p (bin(b))), (10)

forb=0,1,...,25 — 1. Let x, = p (bin(b)), then

exp (— (yn — hTx0) 2) ]
( )

— (y, — hTx,)”
po=al OV (y, <)) (11)

| €xXp <— (yn — hTiQK—1)2> |
where« is a scaling factor which is irrelevant for the decoding aifpon. The decoder output

is an estimate of all messages (or equivalenty of all codeésyor

Uglot = . (12)

Note thatUgyq in Eqn. (12) refers to the packets transmitted within a shdtjle U in (2)
refers to the packets transmitted in a whole frame. Making o an error detecting code,

the receiver checks all possible packet combinations,aile2” — 1 non-empty subsets of
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{0y, 0y, ...,ux} and builds the binary matriXA,; € ngK_l)XK. Matrix A, IS such that
its rows a = [ay,as,...,ak] indicate the user indices which are contained in succdgsful
decoded combinations. For instance, if the combined packetcs + ¢4 is correctly decoded,
the corresponding row ia = [1,0,1,1,0,0] for K = 6. From this matrix, the number of
innovative packets decoded from the collision of sieis calculated as its rank. This joint
decoding approach reverses the order of the S&D+SIC methbile in S&D+SIC the packet
combination is determined first and then a decoding attempairied out, joint decoding first

tries to decode all packets jointly and then the receiveckfievhich combinations are correct.

In order to assess the performance of the different schemesdered so far, we count the
number ofinnovative packets per slot. Innovative packets are either indivighddcoded packets
or combinations of packets which cannot be obtained by coimdpiother decoded packets.
The number of innovative packets is the same as the numbeanedrly independent packet
combinations, i.e., the rank &k, in F, arithmetic.

Another benchmark we consider is joint decoding (JD), whiohsists in applying the joint
decoder without PLNC. We adopt JD and SIC as benchmarks #iregeallow to measure the
gains of the joint use of PLNC and MUD with respect to MUD oriljne main features of the
schemes presented in this section are summarized in Table I.

It is worth noting that many other MUD methods have been psedaand proved to achieve
good performance with respect to simple SIC, such as Turb@NRY]. For a matter of space
all such methods can not be compared in the present papeg adldcomparison is out of the
scope of this work. Besides, our choice of the MUD schemesoivated by the following. The
JD is the optimal decoder, in that it jointly decodes the ingmk messages, thus achieving better
performance (average rank 4Af,;,;) than any other decoder. The SIC has been selected due to its
low implementation complexity and practical importance. #matter of facts, SIC is nowadays
included in commercial communications standards such esDilgital Video Broadcasting -
Return Channel to Satellite (DVB-RCS) [38].

E. Example

In the following we illustrate the &D scheme with a toy example. Let us consider a frame

with S = 2 slots andN** = 4 active terminals. Let us assume that terminaind?2 transmit in
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both slots, each time choosing at random their pre-codiedficeents. TerminaB only transmits
in the first slot while terminall transmits only in the second, as illustrated in Fig. 2. TReDS
decoder is applied at the physical layer in one of the vasignesented previously in the present
section. As explained, thed® decoder consists of a combination of PLNC and MUD and,
depending on the channel state of each of the transmittersay be able to decode from a
single collision a number of linearly independent combora up to the collision size. In the
following example we assume that the decoder is able to ¢owply two linear combinations
from each of the two slots as shown in the picture. Startinghfthese combinations, the receiver
tries then to recover all information messaggs. .., uy by applying another decoding stage,
this time at packet level rather than at the PHY level. Theodet is possible if the coefficient
matrix A in F, (shown below) has rank equal to the number of active terrsinal
Q11 Qg1 0 0
AT — agp 0 azr O
a1 s 0 0
0 a9 9 0 Q4.9

In order to further clarify how the PHY decoder is able to abthe system in Egn. (2) starting
from the analog superposition of the interfering signadsuls consider the decoding of slot 1 in
the example of Fig. 2. The physical signal seen by the rec&vs;, which is the superposition
of signalsx; ;, x2; and xs; transmitted by terminal 1, 2 and 3, respectively, each weih
by the corresponding fading coefficient. By applying theC5decoder described previously in
this section the decoder outputs the bit-wise XOR of twoedédht pairs of messages, namely
u); ©uy; andu); @ uy,. We recall thatu;; is the packet that is transmitted by termirial
in slot 1 after channel encoding and modulation. Due to tlegoding (multiplication times a
random coefficienty; ;) we haveu;1 = wo;1u;, Where the multiplication is done ifi,, ¢ = 2™-.
According to the arithmetics of extension fields, the bis&KOR (sum irff;) of u} ; andu , is
equivalent to the equatiom; ;u; + a2 1us in F,. The pre-coding process adds little complexity
to the transmitters and allows to achieve better resulteims of packet loss rate (PLR) as
shown in the numerical results presented in Section V.

We recall from Section Il that the coefficients in the matAX' above are chosen at random
by the four transmitters (see Fig. 1). Specifically, trarigmi,i = 1, ..., 4, chooses coefficients

a;j, J = 1,2. We see in the present example that coefficient is present twice in the first
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Fig. 2. Example of decoding at the PHY layer i&B with a two-slots frame and four active terminals. Terménhland 2
transmit in both slots, each time choosing at random theargading coefficients. Termind only transmits in the first slot
while terminal4 transmits only in the second. We recall that, as shown im;1lrepresents the mapping of the information

messaga1; form an RN-dimensional vector iff; to an RN /n,.-dimensional vector irf,.

column of matrixA”. This is because the first two rows of the matrix corresponetaations
obtained from the same slot. Note also that mafkixs rank deficient if coefficients are chosen
in Fy (i.e., all coefficients shown in the matrix above are equal)tovhile it can be full rank
if coefficients are chosen in some larger extension fieldtesthe probability of obtaining a full
rank matrix increases with the field size [39]. This motigatee inclusion of the pre-coding
stage. We also note that in the example the average numberckéis decoded per slot, £
is full rank, is2.

Note thatA contains information about the packet combinations withigiven frame, but it

is not the same as the matrix,,,; defined in Section IV. MatrixA is obtained by the receiver
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combining theA ,,; matrices from all the slots in the frame and using the infdromarelative
to the pre-coding coefficients.

We stress the fact that the proposed scheme does much marsithply applying a MUD,
since any linear combination of the colliding signals desmbdt the PHY layer can be exploited in
the second decoding phase at the frame level. We also najertipainciple, it would be possible
to use the soft information extracted from each slot and éoenld at the frame level. Although
such approach would perform better than S&D, its complexitg memory requirements would
be much larger with respect to the S&D scheme, which has thiar@alge of processing each
slot only once and allows a lower complexity decoding at tfzenke level, since all operations
are performed over a GF of si28, which is suited to a digital implementation.

To conclude this section we recall that up to now we made tBamption that the receiver
is able to estimate the fading coefficients starting from gheambles of the colliding signals.
The practical feasibility of the channel estimation, aslvasl other practical issues, have been
discussed in [29] and so are not dealt with explicitly heree Thannel estimation based on the
estimate-maximize algorithm presented in [29] has beemmcdd in [30] exploiting the cross-
correlation properties of the preamble as well as considethe presence of pilot symbols, that
are foreseen by many standards, showing that the averag@eaihastimation error in a MUD

context can be kept reasonably low in a practical setup.

F. Complexity Considerations and Possible Combined Approaches

An important aspect in the different decoding approachéseePHY layer is their performance-
complexity tradeoff. For the basic separate decoding seha@mmplexity can be reduced by
ordering users according to their instantaneous SNR armul d#ooding after the decoding of
one user has failed. This will obviously cause a slight penénce loss which depends mainly on
the SNR differences and on the applied coding scheme, isicdlly on the packet length. The
same idea can be applied to both SIC techniques, while for-&38lD, a packet combination can
be checked for linear independeniosfore the decoding attempt. The complexity of S&D+SIC
in the worst case is proportional & — 1 decoding attempts. The complexity of joint decoding
using LDPC codes is proportional 16 - 2 for belief propagation with transform-based check-
node processing [40], [41]. This complexity can be reducedh@ one hand by applying joint
decoding after SIC and on the other hand by applying redeoeablexity decoding algorithms
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[42].

V. NUMERICAL RESULTS

In this section we evaluate numerically the performancehef groposed schemes. First we
compare the different PHY layer decoding approaches pregém Section IV in terms of number
of innovative packets decoded from a single slot, then weemothe comparison of throughput,
packet loss rate and energy efficiency at frame level for &b Scheme and several benchmark

systems.

A. Performance at Sot Level

We recall that innovative packets are either individuakcaoded packets or combinations of
packets which cannot be obtained by combining other decpdekkets. Figures 3 and 4 show the
achieved number of innovative packets per slot with the rilgsd¢ decoding techniques with
and8 users, that correspond to the average rank of the mAtyix defined in Section IV. We can
see that for both cases, S&D+JD performs best and its gamnegipect to the others increases
with the number of users. For a high number of users, the adgarof S&D+JD to all other
techniques is dramatic. On the other hand, we point out thdike S&D+JD, the S&D+SIC
scheme has the advantage that is does not require any mbdified the decoder, since only
the LLR calculation is modified with respect to a standarcenesr. We further note that the
advantage of S&D+SIC over pure SIC decreases with the nuofhesers. For sufficiently high
SNR, all methods benefit from collided packets, which can bstrolearly seen in Fig. 3 for four
users. At low SNR the average number of recovered packetslgieis close to the single-user
case, while for medium to high SNR, on average more than ookepas recovered from a
single slot. For all considered cases, the number of inng/g@ackets tends t& as the SNR

grows, i.e. for high SNR nearly all collided packets can beoded.

B. Performance at Frame Leve

We define thenormalized throughput 7 as the average number of packets decoded within a
slot averaged across the realizations. We further defind’Li® as the ratio of the number of

lost packets to the total number of packets transmitted ¢oohting repetitions). The following



18

3.5 —&— S&D+JD
—+— S&D+SIC
3r —*— SIC .
—o— Sep. dec. |
2.5t | —— Single user| -

1.5f

Innovative packets per slot
N

50 5 10 15 20 25 30
SNR [dB]

Fig. 3. Innovative packets decoded per slot versus averhlRe i8 Rayleigh fading channel for a collision of sizé = 4.

holds:
T =G(1 — PLR). (13)

Note that(z, which represents the logical load of the network [8] [9]ndependent of the number
of times a message is repeated within a frame. The physiadl dm the network is larger than
or equal toG. In particular, if 2 copies of the same packet are sent by ea&tive terminal,
then the physical load is twice as large as the logical loagceSthe interaction between the
frame and the PHY layers are of fundamental importance irsthemes considered here, in the
simulations the whole decoding process has been implechehite actual decoded combinations
at the physical layer have been used as input to the decodbe dtame level. As suggested

in Section Ill, if rank(A) < N*, i.e. not all messages can be decoded in a frame, the receiver
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Fig. 4. Innovative packets decoded per slot versus averbfRi® Rayleigh fading channel for a collision of sizé€ = 8.

applies Gaussian elimination of in order to extract as many packets as possible. In Fig. 5,
6 and 77, PLR and the energy efficiency are plotted against the n&tlead G, respectively.
The energy efficiency is defined as the ratio of the number pétrgons (which is proportional

to the total amount of energy used to transmit a packet) tontlreber of decoded packets (not
counting repetitions). Two repetitions and a frame wfite- 10 slots have been considered for all
schemes. A Rayleigh block fading channel with dB average SNR has been considered. The
LDPC code of the WiIMAX standard with parametéys= 576, R = 1/2, and BPSK modulation
have been adopted. A maximum collision sizefof= 7 has been set, i.e., collisions of more
than7 signals are discarded. The introduction of a maximum ddadedaollision size is justified

by practical issues such as complexity and power saturatidhe receiver. In Fig. 5 it can be
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Fig. 5. Throughput in Rayleigh block fading channel, SNR=B. The channel code is the WIMAX LDPC with parameters
N = 576, R = 1/2, BPSK modulation. 2 replicas of the same packet are tratesinity each user. A maximum collision size

of K =7 has been set. Collisions of higher order are discarded. iEmeef sizeS has been set t6 = 10 slots.

seen how S&D provides significant gains in terms of throughpith respect to the schemes
that apply MUD only. The use of a larger field size in the preing stage slightly increases the
peak throughput and enhances the PLR performance at lowortetaads, as shown in Fig. 5
and 6, respectively. In order to quantify such enhancenveatevaluated through Monte Carlo
simulations the probability that, once the iterative decgdstops, the rest of the packets can
be decoded through matrix inversion. In correspondence ltaé of G = 2.1 (for which the
peak throughput with the configuration of Fig. 5 is achieysdh probability is around?% for
coefficients inFys and0.06% for coefficients inF,, i.e., the probability to decode the remaining
packets is about sixty times larger when the field with higledinality is used. However, since

both probabilities are relatively small, the overall impement on the throughput is limited.
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Fig. 6. Packet loss rate in Rayleigh block fading channelRSN dB. The channel code is the LDPC used in WiMAX standard
with parameters N = 576R = 1/2, BPSK modulation. 2 replicas of the same packet are tratesinlity each user. A maximum

collision size of K = 7 has been set. Collisions of higher order are discarded. Emef sizeS has been set t6 = 10 slots.

In figures 8, 9 and 10 the throughput, packet loss rate andygredficiency for an average
SNR of 10 dB are plotted, respectively. The rest of parameters areséinge as in Fig. 5. By
comparing the two sets of figures it can be seen how the ch&Rlimpacts the decoding at
the PHY layer, which leads to a higher throughput and lowelR Rthen the SNR is higher, as
expected. At both SNR values the JD scheme performs betarath others non-S&D schemes
and at10 dB closely approaches the S&D+SIC for lower network loadgperforming it in the
region G > 1.5. Such good performance is due to the fact that the decodirgl shessages

is done jointly rather than separately as in the SIC or thearsé@ decoding schemes. The
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Fig. 7. Energy efficiency plotted against load in Rayleigbchl fading channel, SNR:5 dB. The channel code is the WIMAX
LDPC with parameters N = 576% = 1/2, BPSK modulation. 2 replicas of the same packet are trateuinily each user. A
maximum collision size of = 7 has been set. Collisions of higher order are discarded. fidraef sizeS has been set to
S = 10 slots.

introduction of PLNC significantly increases the performarmf the JD scheme of up tola

% at both SNR values, as can be seen in Fig. 5 and Fig. 8. In alleigthe Slotted ALOHA
scheme is also shown as a benchmark. In Slotted ALOHA allitedsitransmit only one replica
of their message, while in all other schemes two replicasisedl, i.e., twice the energy is used.
In order to compare the energy efficiency of the differentescés, in Fig. 7 and Fig. 10 we
show the average energy consumption per decoded messatg @gainst the load: for an
SNR of 10 dB and 15 dB, respectively. Slotted ALOHA shows aemeifficient energy use at
low network loads up to aboux7. This is due mainly to the fact that in Slotted ALOHA each
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Fig. 8. Throughput in Rayleigh block fading channel, SNB=B. The channel code is the WIMAX LDPC with parameters
N = 576, R = 1/2, BPSK modulation. 2 replicas of the same packet are tratesinity each user. A maximum collision size

of K =7 has been set. Collisions of higher order are discarded. iEmeef sizeS has been set t6 = 10 slots.

terminal transmits half of the power used in the other sclseri®wever, forG > 0.7 these,
and most of all &D+JD, perform significantly better than Slotted ALOHA inres of energy
efficiency, confirming the effectiveness of the proposed@ggh in situations characterized by a
relatively high logical network load. The combined decoidecapable of extracting much more
information from collisions than each of the two techniqtedeen individually. Furthermore, the
solution presented here is robust against power unbalaataally benefiting from it), which
constitutes an issue if PLNC is applied with no MUD as in [18]is worth pointing out the
fact that the joint decoding approach is optimal within eafdt if this is treated as an isolated
channel. If, instead, the slot is regarded as part of a frantemaultiple replicas of the same

packet are transmitted, using PLNC jointly with joint deeodrings a significant advantage.
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This is not in contrast with the intuition that the joint déleo is optimal, since if it were applied

over the whole frame at once, it would lead to the best pasgielformance. However, the

huge increase in complexity makes such approach impracliba advantage of our proposed

approach is that it brings significant advantages with retsfgethe joint decoder applied at slot

level with a limited increase in complexity, since the whbi@me is processed only once at the

physical layer, while the rest of operations are done oveniteffield. Our approach is not an

packet loss rate
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Fig. 9. Packet loss rate in Rayleigh block fading channelRSN) dB. The channel code is the WiMAX LDPC with parameters
N = 576, R = 1/2, BPSK modulation. 2 replicas of the same packet are tratesinity each user. A maximum collision size

of K =7 has been set. Collisions of higher order are discarded. iEmeef sizeS has been set t6 = 10 slots.

alternative to other diversity schemes proposed for slofteOHA such as Irregular Repetition
Slotted ALOHA (IRSA) [9]. As a matter of fact the&D approach can be used on top of IRSA.
The proposed scheme would allow either to increase the ghymut for a given frame size or
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Fig. 10. Energy efficiency plotted against load in Rayleigick fading channel, SNRE) dB. The channel code is the WiMAX
LDPC with parameters N = 576% = 1/2, BPSK modulation. 2 replicas of the same packet are trateuinily each user. A

maximum collision size ofK = 7 has been set. Collisions of higher order are discarded. fidraef sizeS has been set to

S = 10 slots.

to reduce the frame size while guaranteeing the same thpomigBimilar considerations have
been presented in [43], where MUD is applied to IRSA. In ortdeshow the gain deriving from
applying SD on top of IRSA, we compare the throughput and PLR curves ®two schemes
for the case of a frame with 200 slots and Rayleigh fading ohEnwith average SNR5 dB.

In the simulation the number of replicas transmitted by agiuser is chosen according to the

following degree distribution [9]:

A(z) = 0.546522 + 0.16232> + 0.291225.
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Unlike in [43], the results shown in figures 11 and 12 have lodetained applying a combination

= S&D+JD, n,=8 on IRSA
-0-|RSA

Fig. 11. Throughput in Rayleigh block fading channel, SNR=B. The channel code is the WIMAX LDPC with parameters
N =576, R = 1/2, BPSK modulation. A maximum collision size & = 7 has been set for&D only. The frame siz&5' has
been set taS = 200 slots.

of PLNC and MUD to IRSA rather than MUD alone. Note that theufssfor XD could be
further enhanced by first running the IRSA cancellation i @émalog domain and then applying
S&D on the remaining collisions. Since th&B would work on collisions that on average have
a lower size, its performance would enhance.

We also point out that better performance can be obtainddamtapproach based on a frame-
level joint detection and decoding of all of the packets eatthan using a slot-based approach
as we proposed in this paper. However, such approach woylly iemconsiderable increase in

the complexity of the decoder with respect to our method.
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Fig. 12. Packet loss rate in Rayleigh block fading channdRS15 dB. The channel code is the WiMAX LDPC with parameters
N =576, R = 1/2, BPSK modulation. A maximum collision size @& = 7 has been set for&D only. The frame size5' has
been set taS = 200 slots.

C. Discussion

In order to have a complete picture of what are the performdmits of the proposed
scheme as well as how the different parameters impact thavlmehof the scheme it would
be desirable to have an analytical expression for the thmouigor, equivalently, for the packet
loss rate. An approximate semi-analytical expressionterthroughput has been derived in [1]
under the assumption that each active user accesses theetlimreach slot with probability
1 — 27™<, Such expression is based on a bound on the probability todéethe sum of a
subset of colliding messages. Deriving a formula for theegaincase is quite challenging, since
it requires an analytical characterization of the packetrerate of finite length channel codes

over fading channel with no channel state information attthesmitter and in the presence of
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interference. Furthermore, such characterization shalgla provide information on the behavior
of the specific code when it is applied in a MUD or PLNC contéixis in general very difficult
to model the performance of a specific error correcting coge a general discrete memoryless
channel (unless the code is particularly short, or embederg strong structure, as in the
case of convolutional and Reed Solomon codes). For LDPC anha tcodes, in general, rather
than modeling the performance of a specific code, ensenddeebarguments are used, which
nevertheless mostly assume maximume-likelihood (rathan iterative) decoding, and hence fall
to provide a realistic model [44]. From the simulations werieal out and from the available
bounds, we can say that largey. lead to a higher probability of having a full rank matrix,
although, as we showed previously in the present sectiengdmn when going from,. = 2 to
npe = 8 is limited. The analysis presented in [19] can be regardedsarting point, although the
codes and the channel model are highly abstracted and thiisupsr care should be used when
transposing such results to practical setups. As a final lem& point out that the proposed
method can be applied for channel codes of any packet leatjtlgugh the performance of the
S&D decoder in general depends, apart from the specific chawael that is consider, also on

the codeword length.

VI. CONCLUSIONS

We proposed a novel cross-layer approach to random accetesrsythat uses a hybrid PLNC-
MUD decoder at the PHY layer and a frame level decoder basemainx manipulation over
extension fields. In the proposed scheme each terminalniitsiseveral channel-coded replicas
of the same message within a frame after a pre-multiplinabip a random coefficient in an
extension fieldf,. At the PHY layer the receiver decodes as many linear cortibimas possible
in IF, of the signals colliding in each slot. In the second decoditagge, which is carried out at
frame level, the set of combinations is treated by the receag a single system of equations in
F,. We presented simulation results for throughput, packes tate and energy efficiency over
a block fading channel. The whole decoding process at botk Bhtl frame level has been
implemented in the simulations. Our results show that aifsigmt enhancement in throughput
and PLR can be achieved by combining PLNC and MUD. The condbdexoder is capable
of extracting much more information from collisions tharclesof the two techniques taken

individually. In particular, we showed that the combinatiof PLNC and JD together with the
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frame-level decoding stage, considerably enhance the Boahedespite the fact that the latter
is optimal when applied to slots in isolation. Furthermanajke in previously proposed schemes
based on PLNC only, the approach presented in this papebist@against block fading.

As future work we plan to optimize the multiple-access sohégking into account the decoder
performance, which is a function of the collision size ané $pecific linear combination within
a collision, with the aim of maximizing the system throughpnd minimizing the PLR also
taking energy efficiency into account.

As a final remark, we would like to point out that evaluating iimpact of the joint use of
PLNC and MUD in random access systems is a challenging tasKaarfrom being concluded.
The present work can be regarded as a further step towardd exploitation of these two
techniques in the Slotted ALOHA scenario.
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TABLE |

DECODING STRATEGIES ATPHY LAYER.

Method Description Requires Requires
pre-coding | joint decoding
Separate dec| joint detection, no no
separate decoding
SIC joint detection, no no
separate decoding
then interference
cancellation
S&D+SIC as in SIC, yes no
then detect/decode
combinations
JD joint detection, no yes
joint decoding
S&D+JD as in JD, yes yes
then combine
estimated messages
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