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Abstract—Neural networks have now long been used for
solving complex problems of image domain, yet designing the
same needs manual expertise. Furthermore, techniques for auto-
matically generating a suitable deep learning architecture for a
given dataset have frequently made use of reinforcement learning
and evolutionary methods which take extensive computational
resources and time. We propose a new framework for neural
architecture search based on a hill-climbing procedure using
morphism operators that makes use of a novel gradient update
scheme. The update is based on the aging of neural network
layers and results in the reduction in the overall training time.
This technique can search in a broader search space which
subsequently yields competitive results. We achieve a 4.96% error
rate on the CIFAR-10 dataset in 19.4 hours of a single GPU
training.

Index Terms—Neural Architecture Search, Hill-Climbing, Op-
timization

I. INTRODUCTION

Deep Neural Networks have demonstrated impressive per-
formance on many machine-learning tasks such as computer
vision, speech recognition and natural language processing [1]]
[2] [3] [4]. The high performance of deep neural networks
is strengthened by the cost of large-scale engineering and
checks to find the best architecture for a given problem. High-
level design decisions such as depth, units per layer, and layer
connectivity are not always obvious and use hit and trial ap-
proach which is exhausting and time-consuming. This led to a
growing interest in the automatic designing of neural networks.
Since the architecture search space is discrete, traditional
optimization algorithms such as gradient descent [20] are not
applicable, hence approaches based on reinforcement learning
algorithms [[13]] and evolutionary algorithms [21] are used for
automated designing of neural networks. But these approaches
are either very costly (requires hundreds and thousands of
GPU days) or yield non-competitive results. In this work, we
aim to reduce the computational cost by using a simple hill-
climbing approach for the optimization of search space and
our variant of network morphism [[18]] for making the network
deeper and complex. We have also added gradient stopping,
linear morphism and several implementational improvements
for reducing the training time. Our work uses a single GPU,
and we validate our method on the CIFAR-10 dataset. It takes
our framework 19.4 hours to reach 4.96% error. When we use
this same architecture to train and validate on MNIST dataset,

we obtain an error percentage of 0.28. We have compared
two ways of weight initialization, with and without Gradient
Stopping.

In the following sections, we will discuss the previous
attempts at Neural Architecture Search (NAS). Further, we
present our NASGraph, explain its various nodes and mor-
phism operations, and propose our methodology. We describe
our implementation of morphism operations, gradient stopping
technique, linear morphism and finally give a flow chart for
our algorithm. In the end, we present our experiments and
showcase our results in comparison with handcrafted architec-
tures on CIFAR-10 as well as other Neural Architecture Search
schemes, and also gain insights about using our generated deep
neural network on different datasets. We then conclude our
work and present a few pointers for possible future research
opportunities based on our work.

II. RELATED WORK

Research on neural architecture search started in the 1980s.
Initially, evolutionary algorithm based approaches were pro-
posed which promises to find out both the architecture and
weights of the neural network in [5]. However, they have
been unable to match the performance of the hand-crafted
network. More recent work [6] [7] [8] [9], use an evolutionary
algorithm only to find out the structure and stochastic gradient
descent to find out the parameters of the network. [9] and [10]]
use evolutionary algorithms to generate a complex architecture
from a smaller neural-network iteratively, but [9] used a large
number of resources (250 GPUs and ten days) whereas [|10]]
is limited to relatively smaller networks due to handling a
population of networks.

RL-based approach. [12] proposed Neural Architecture
Search (NAS) with the help of reinforce algorithms [13]]
to learn a network architecture. It generates a sequence of
actions representing the architecture of a CNN. NASNet [[14]]
uses proximal policy-optimization (PPO) in-place of reinforce
algorithms [[13] which further improves neural architecture
search. It searches the architecture of a small unit which they
referred to as “block.” It repeatedly concatenated itself to form
a complete model. Other works in the field use approach
like policy gradient in [[14], Q-learning in [[15] for finding
the model architecture. Unfortunately, training a reinforcement



learning agent for searching architecture is extremely expen-
sive: both [[16] and [[17] required over 10.000 fully trained
networks, requiring hundreds to thousands of GPU days.

Network morphism/ transformation : Using the concept
of transfer learning, network morphism was introduced and
first published in 2015 by Chen [18]. To make the network
more complex, the author described function preserving oper-
ation such as ’deeper’ or wider’ with the goal of speeding up
training and exploring network architectures. [18]] further pro-
posed additional operations, e.g., for handling non-idempotent
activation functions or altering the kernel size and introduced
the term network morphism. [[19] presents a neural architecture
search by hill climbing (NASH) and used morphism opera-
tions for making the network more complex. Out of all the
methods, [19] resembles the most to our techniques of neural
architecture search by hill climbing (NASH) with network
morphism. We extend their work by adding gradient stopping,
linear morphism, several implementational improvements like
the selection of nodes upon which morphism is to be applied,
the addition of more number of operators for growth of
performance using less resources, time (1 GPU and less
than one training day) and at the same time yielding higher
accuracy.

III. NAS GRAPH

NASGraph represents an instance of neural-architecture in
our state space of neural network architectures for the dataset
that is given to the hill climbing algorithm. A specific set of at-
tributes define a NASGraph. It is implemented as a Graph data
structure where each node can either be a convolutional block
(ConvLayer-BatchNorm-ReLU), a max pool node, a Merge
node or a linear node. It has an adjacency list, the matrix that
defines the connections between the nodes. It also stores a
list of node identifiers and a mapping between the identifiers
and the actual instances. There is another list that maintains
the node identifiers of its parents and children. Morphism
operations have been defined on the NASGraph, and during
the hill climbing process, they are called to ”morph” the parent
network into a child network. At an abstract level, the graph is
initialized with image (from the input dataset) dimensions. A
Convolution node is added with random parameters initially,
and linear layers are stacked at the end for classification.
Finally, the NASGraph is transformed into a network, and its
parameters are provided to the SGDR [23] optimizer.

Topological Ordering Condition: According to this con-
dition, it is a must for the NASGraph to remain acyclic at
all times. Therefore any connections made from node = to y
in the NASGraph must be such that x lies before y in the
topologically sorted order of the NASGraph.

A. NASGraph Nodes

NASGraph Nodes are the fundamental building blocks
of all possible neural architectures through our framework.
These nodes have dual behavior; they are the usual graph
nodes and therefore participate in lists maintained for graph
representation. However, they are also network layers; this

limits the position of edges in the graph. Also, to implement
the framework, algorithms such as topological sort, cycle
detection, etc. have been performed on these which are used
later to maintain the topological ordering condition.

There are a total of 4 NASGraph Nodes as follows.

1) Convolution : This node is composed of a 2-D convolu-
tion layer followed by a Batch Normalization [24] layer
and ReLU activation.

2) Maxpool : This node is composed of a max pool layer.

3) Merge : This node may be an Add layer, which takes
up multiple node outputs as it’s input, where all inputs
must be of the same dimension and output their matrix
addition. Additionally, this node may be a Merge layer,
where different inputs are stacked one below another
along channel dimension and fed as one input to the
next layer.

4) Linear : This is a fully connected neural network layer.

The first node of the NASGraph is supposed to be randomly
created, and after this, the iterative hill climbing begins. The
first node is a convolution node with kernel sampled uniformly
from set {3, 5}, padding, uniformly from set {T'rue, False},
stride = 1, and channels from set {8,16,32}. Beyond this
point, the only way to modify the properties of an existing
NASGraph node is via morphism operations.

B. NASGraph Morph Operations
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Fig. 1. Some of the NASGraph Operations

Our morphism technique differs from that of [[19] in that
we do consider layers without padding. Convolution layers
without padding have proven to be useful as seen in popular
architectures such as VGG16 [25]]. Therefore, this factor must
be included in the search space.

We allow our NASGraph to perform one of the following
six operations for the generation of the child node in the hill
climbing algorithm :

1) Skip Operation: Skip Operation allows the NASGraph
to have skip connections in the neural network. Skip con-
nections help traverse information in neural networks. As the
NASGraph is found to generate very deep neural architectures,
it is possible for the gradient information to be lost since it
passes through so many layers, thus skip connections enable
us to pass feature information to lower layers to help classify
directly. As we also provide the provision for max-pooling
layers, max pooling operation itself causes some amount of
spatial information to be lost, skip connections help in this as
well.



The idea for performing Skip is first to find all the node
pairs in which the first node’s output is the same as the second
node’s input. Such a situation may cause the second node to
have multiple parents each, providing this node with same
dimension inputs. Therefore, we use an Add node, described
below, to add all such parents and then supply the combined
result to this node in Fig. [l We can see an example of a skip
connection being applied between the input and output layer
shown by the dashed line connection.

2) Deepen: Deepen, as the name suggests, is a layer to
deepen the existing network. This layer, in our case, is a
Convolutional Block composed of a Convolutional Neural
Layer, a Batch Normalization Layer, followed by a ReLU
activation function. The layer may also be a Linear Layer,
that is a fully connected layer.

To perform the deepen operation between nodes x and y, let
us assume, layer = has a neurons, and layer y has b neurons.
Then, the weight matrix is of shape (a,b). The new layer ¢
must have input dimension of (b,b) so that the composition of
layers « and ¢ gives the final output (a,b), same as before.

Selection of Nodes for Deepen is given in section [[V-B]
Figure [I] shows a new node ¢ being added in between nodes
z and y. The addition of a layer adds another level of
abstraction that cannot be as simply contained within shallow
layer architecture of the same number of parameters if they
can be contained at all.

3) Widen: Widen operation increases the channels of a
convolution node by a factor of 2 or 4. Widening requires
changing the parent node weight matrix as well as the sub-
sequent child node weight matrix to adjust for the widening
changes. To simplify the process, we, therefore, create a set
of those node pairs, in their topological ordering, (x,y) where
has only one child y, and y has only one parent z. Not using
this condition would require us to perform changes in the
architecture recursively, i.e., if the parent weight changes, then
all its children weight matrices have to change recursively.

Widen Operation has also been used for fully connected
layer widen morphism which is described in detail in section
IV-El

4) Add: When a node in the graph has more than one
parent, one of the options to combine the inputs is to do an
element-wise sum of the incoming tensor. However, this is
only possible if the incoming tensors are of the same shape.

5) Merge: The other option to combine inputs from more
than one parent is to concatenate the channels of the image
tensors. For this method to be used, it is required that the
height and width of the incoming image tensors be the same.

6) Maxpool: The max pool property is essential to building
CNN and is used extensively in object detection tasks like
in [25]. [19] does not allow for dynamic addition of new
max-pool nodes in the architecture, i.e., max pool layer must
be originally present in the seed architecture for it to exist
in the final architecture. We ease this restriction and allow
for dynamic addition of max pool nodes in our NASGraph.
Similar to the addition of a Convolution Node, we first find
all node pairs, in topological order, which can accommodate

a max pool layer in between them and maintain all previous
connections. Then, we uniformly sample one such node pair
and add a max pool.

IV. PROPOSED WORK
A. Morphism

Morphism has been used in [19] before for Neural Ar-
chitecture Search; however, in approaches like NASH [19],
the use of Morphism restricted the network state space, i.e.,
all Convolution Layers are required to be padded. They treat
each convolution layer as a function, which they split into
two functions using the morphism operation, thereby the
final input and output dimensions remain the same as before
the morphism was applied. We, however, allow layers to be
added without padding, which dynamically changes the output
dimension of the layer.

Morphism functioning for different operations has been
explained in Section The morphism has been applied
in two ways, first with default Pytorch version 0.4.1 [2§]]
initialization of layer weights (Xavier Initialization for Con-
volutional Layers), and the second, O/1 initialization as in
NASH. In 0/1 initialization when we use widen operation, the
added neurons are set to value 0, and for deepening process,
the added layer has all values initialized to 1. We show our
results with both types of initialization methods and find that
they do not affect the total time to get a trained network, and
default initialization performs better than 0/1 initialization only
marginally.

B. Selection of Nodes For Morphism

NASH [19] states the morphism technique and the op-
erations; however, the selection of the nodes upon which
the morphism operation would take place is described as
“random.” This random selection works for the NASH pro-
cedure because they begin with a seed architecture and each
added layer has padding enabled, thereby keeping the output
always the same. In our case, however, compatibility of nodes
between which an operation is to be performed is an issue. For
example, in the Skip operation, we need to pick two nodes
A and B such that, output(A) = input(B). Moreover, any
such additional connection must meet the topological order
condition of NASGraph as in section [T

We always keep a topological ordering of the NASGraph
nodes, and for any request of connecting two nodes via Skip,
compatible node pairs ordered topologically are found, and
one such pair is selected uniformly randomly. This method of
randomly’ picking nodes for the morphism operation can be
termed as fairly random for all practical purposes because it
is essentially selecting nodes for the operation randomly from
the set of all compatible nodes.

For adding a Convolution Layer with a given kernel shape
and other parameters, say c, we find a set of all topologically
ordered node pairs (x,y) such that c(z.output).output =
y.anput. Now we can randomly pick any element of this set
for our morphism operation.



C. Random Selections

Many parameters of the NASGraph nodes are sampled
randomly and we describe all such parameters below.

We need to select various properties of the NASGraph
nodes, for example, the kernel, stride, etc. of the Convolution
Node. As in [[19], we choose these properties randomly from
a predefined set of values. And finally, since we allow some
of the layers to exist without padding, we mark padding True
or False, with a probability of 0.5 each.

For deepen operation which is the addition of a Convolution
Node, we select the kernel from the set {3,5}. The number
of channels is chosen to be equal to the number of channels
of the closest preceding convolution.

For widen operation which is the expansion of a Convolu-
tion Node, the number of channels increases by a widening
factor, which is sampled randomly from the set {2,4}.

The parameters for Maxpool operation are also required to
be chosen uniformly. Kernel for the same is selected uniformly
from a set {2, 3}.

The morphism operation applied is also chosen randomly
from the set of all possible morphisms. We describe morphism
operations in the section Finally, if a certain operation
cannot be performed at some point of time, then we tem-
porarily remove that operation from the set and again sample
uniformly from this new operations set.

D. Gradient Stopping

All edges at
Distance = 3 from Node X

— = = —— > > -

—

Fig. 2. Illustrating the nodes involved in gradient stopping for distance = 3

Repeated application of NASGraph morphism operations
for a large number of times can result in very deep neural
networks. The problem with the conventional approach to
handling these dynamically growing neural architectures is
overtraining of specific ’old’ layers. Additionally, we try to
analyze the addition of a layer via a water drop ripple analogy.
A drop of water falling in a pool of water creates water ripples
around the drop location, thus leaving far away locations
unaffected. Hence, the addition of a convolution layer should
effectively cause major changes in the weights of near-by
layers only, and training of the far-away layers may be stopped.
However, defining a set of nodes as ’far away’ is difficult, so
we use a Normal Distribution Curve to solve this.

By iterative generation of complete Neural Networks, we
found the average depth of the graph is around 36. We
arbitrarily choose to let the training of nodes continue which
lie within 1/3 of the average length of nodes which comes to
be approximately 12. Thus after adding a convolution node,
we find all the nodes connected up till distance = 6 (which
would give at least 12 nodes as the total from either side).
An example of distance = 3 is presented in Fig. [2| where all

Gradient Stopping Effect Increasing

Fig. 3. Gradient Stopping, using the normal distribution to update new
learning rates for neural network nodes.

the edges at a distance less than or equal to three have been
marked red. Now, all the nodes connected via these marked
red edges can be denoted via their distances.

To determine the learning rate of a node, a value from the
—(x)?
Normal distribution equation f(distance) = T3 2

corresponding to the distance assigned to the node is obtained,
say alpha,. The distribution is set so that this alpha,, lies
between the range (0, 1] and tends to zero as the distance value
reaches 6. Beyond distance = 6 we set the value of alpha,, =
0. Now, we obtain the learning rate value alpha according to
the SGDR [23]] update rule and get the new alpha = alpha *
alpha,,. Note that in the next iteration, alpha is again obtained
from SGDR rule, as it would be without Gradient Stopping,
and the changes are performed on that value. All the nodes
beyond distance 6 do not update their gradient until the next
non-layer-addition morphism operation.

Fig. 3| gives a graphical representation of gradient stopping,
where the darkest circle represents the newly added node,
for which the learning rate is unchanged, as alpha, = 1.
As we move away from this node, the circle shade fades
off representing reduction in their learning rates, and beyond
a specific number of nodes (6 in this case), the training
completely stops. Gradient Stopping is a considerably good
example of layer-wise training of a neural network with
dynamic changes to the architecture at the run time.

E. Linear Morphisms

As mentioned previously, our framework supports convo-
lution nodes to be added without padding, as well as the
addition of max pool layers. The output dimensions of these
layers are strictly less than the input dimensions; therefore, the
final output shape of tensor exiting the 'NasGraph® (graph of
Convolution, MaxPool, Add, Merge Nodes) bubble reduces.
For example, if the previous output dimension is (28,28),
now with the addition of Convolution Node at the very end
with kernel size (5,5) without padding, the output dimension
becomes (24,24). Hence the size of the flattened layer changes
as in Figure Due to this change, we must make the
immediate following Fully Connected layer (FC layer) have
a reduced number of neurons.

In our framework, we use two Fully Connected Layers for
classification. The first one, Variable FC Layer, is connected
to the flattened NASGraph matrix and is morphed to reduce
in size dynamically. The number of neurons in this Variable
FC Layer is equal to the number of neurons in the Flattened



Layer. We can do this because the image size of the CIFAR-10
dataset is (32,32). Thus, the maximum number of neurons in
the Flatten layer can be 32 x 32 = 1024. So now Variable FC
also has 1024 neurons. Therefore the size of the weight matrix
becomes 1024 x 1024 which is around 1 Million parameters,
feasible to handle by today’s computing standards. The next
and the final layer has ten neurons corresponding to the ten
classes in the CIFAR-10 dataset. Therefore, any changes in
the NASGraph will be held until the Variable FC layer and
we can have a constant size final Fully Connected layer for
Classification.

S

MNasGraph

H‘~_,£

Flattem  Variable  Final
Layer FC Layer Layer

Fig. 4. Linear Widening Morphism

F. Process Flow

The flowchart in Fig. [5] shows the steps of our algorithm in
a nutshell. The graphical architecture of the model is referred
to as a NASGraph. First, a random architecture is generated
to be the starting point of the state space search, called the
NASGraph seed. The Hill climbing operation is carried for
Ngteps- IN €ach step, nyeiqn neighbors are generated for the
current best model. To create a neighbor, ny s morphism
operations are applied as described in section
and The resultant neighbors imbibe the properties of
the parent model along with having new attributes. These
neighbors are then trained for epochpeign. Finally, the current
best model is updated by comparing with the results of the
neighbors on the validation dataset. After ngcps, the best
model is trained for epochyfing and the trained model is
reported as the output of the algorithm.

V. EXPERIMENTAL RESULTS
A. Dataset Overview

For neural architecture search, we use CIFAR-10 dataset
[29]. Convolution Neural Networks have shown to be very
effective in working on the image problem domains. Thus,
we showcase our results also on image datasets. To test how
well does the architecture generated by our method on CIFAR
dataset performs on images of a different domain, we use
the handwritten digits MNIST dataset. Baseline results on
Neural Architecture Search are usually on CIFAR / MNIST

Random Generation of
NASgraph Seed set it as
current model

Apply for nym
morphisms on current
model

h 4

Apply GradientStopping()
Train for epochngigh

!

Compare result on
validation set and
update modelpgaet
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v

Set modelbest as current
model

@ YES——

NO
¥
[ Train current model ]
for epochsging

[ return model ]

Fig. 5. Flowchart of our Iterative Hill Climbing technique for Neural
Architecture Search

datasets. Therefore, a comparison of our method along with
other methods is suitable for the same.

B. Discussion on Results

TABLE 1
RESULTS COMPARISON WITH DIFFERENT WEIGHT INITIALIZATION
TECHNIQUES.

Learning Rate

Xavier Initialization

0/1 Initialization

Time (hrs) / Error (%)

Time (hrs) / Error (%)

SGDR +
Gradient Stopping

19.4 /1 4.96

19.6 /52

SGDR

23.4/5.8

233/5.8




TABLE 11
PARAMETERS FOR NASH AND OUR METHOD.
Variable NASH-2 | Ours
Nsteps 8 10

nNM 5 5

Nneigh 8 3

epochpeign | 17 16

epoch finai 100 64

Astart 0.05 0.1

Aend 0.0 0.0
TABLE III

COMPARISON OF NEURAL ARCHITECTURE SEARCH ON CIFAR-10 ON
DIFFERENT MODELS.

Model Resource Error(%)
Shake-Shake [11] | 2 days, 2 GPU 2.9
RL-NAS [17] ? days, 800 GPUs 3.65
NASH-1 0.5 days, 1 GPU 5.7
NASH-2 1 day, 1 GPU 5.2

Ours 19.4 hours, 1 GPU | 4.96

For similarities in our methods, we choose the NASH [19]
as our baseline.

Parameters for NASH used to compare the results are
as provided in [19]. The set values are given in Table
NASH requires us to feed a simple seed architecture which
they mentioned as : Conv-Max pool-Conv-Max pool-Conv-
FC-Softmax where Conv = Conv + BatchNorm + ReLU. This
architecture has already been trained for 20 epochs. Using
these parameters, the best possible error rate achieved by
NASH is 5.2% in one day of GPU training.

Table [[] also mentions the value of the parameters we have
used, which is the same for all our architectures presented
in this paper. We explore the same number of neighbors at
any depth of the hill climbing as that of NASH. However, the
exploration depth is higher in our case which in turn enables
us to apply a higher number of morphisms on our network,
and reach more depth, without requiring much time.

We first explain the parameters used as follows.

1) Ngteps is the depth of the hill climbing tree.

2) npyar is the number of times the morphism operation is
applied on a hill climbing node.

3) Npeigh 18 the number of children generated in the hill
climbing tree.

4) epochnpeign is the number of epochs for which each child
is trained for.

5) epoch¢inq; is the number of epochs for which the final
modelpes: 1S trained.

6) Astart and Agyq are the parameters required for SGDR.

Since the objective of this paper is to propose a newer
faster baseline, we must focus our scrutiny on three areas
primarily, amount of resources used, the time required for
the complete training process, and the final error percentage.
In all the three fronts we either match the NASH or are
better. Table gives a comparison of our framework (with
Linear Morphisms, Updated Operations & Gradient Stopping
with SGDR) with the two NASH models proposed in [19],

the Shake-Shake [[11] model, and a reinforcement learning
based Neural Architecture Search Scheme [[17]. NASH-1 has
Ngteps = 0, While NASH-2 parameters are given in Table
Shake-Shake [[11]] is a manually crafted state-of-the-art
model in CIFAR-10 classification which uses 2 GPUs and
gives 2.9% error in 2 days. However, on comparing with
a Neural Architecture Search scheme like that of [[17], that
although gives a low error of 3.65%, but uses a mammoth
800 GPU system, is quite unrealistic for practical purposes.
Our baseline, NASH scheme, uses 1 GPU and one day of
training time to give a 5.2% error, against our training time
of 19.4 hours to produce better results at 4.96% error. The
reported error for our model is the average of three full runs
on CIFAR-10 classification which yielded 5.1%, 4.9%, 4.9%
errors respectively averaging 19.4 hours of training time. We
also note that our method searches for comparatively more of
the neural architecture space in less time and produces better
accuracy.

C. On a Different Dataset

We also performed classification using the architectures
produced with CIFAR-10, on the MNIST dataset. It was done
to gain insights regarding how the architecture performs on
other image datasets. Low error percentages by architectures
generated from one type of dataset, upon another dataset,
would mean either similarity in the dataset, or the robustness
of the architecture itself. Since MNIST and CIFAR-10 are
known to be very different datasets, where MNIST consists
of handwritten digits, and CIFAR-10 consists of images of
various real-life objects, we chose MNIST for this purpose.
Upon using the same architecture, for which the results on
CIFAR-10 are mentioned in Tables [I] and we obtain
0.28% error on MNIST dataset. The current state-of-the-art
on MNIST is Rmdl: Random multimodel deep learning for
classification [22] which boasts an error percentage of 0.18.
However, our architecture would still stand in the top 1(ﬂerror
percentages reported until June 2018.

VI. CONCLUSION & FUTURE WORK

We introduced a Neural Architecture Search in Hill Climb-
ing domain using morphism operations that use our novel
Gradient Update scheme. Our method is not just fast and
uncomplicated, but it also outperforms many existing auto-
mated architecture search methods with lesser GPU days and
resources. Our experiments performed on the CIFAR-10 and
MNIST datasets and yielded satisfactory results.

Our approach can quite comfortably deliver as a basis for
the development of more sophisticated techniques that yield
further improvements in the existing performance. Certain
operations are being executed randomly in our method, such
as the selection of a morphism operation or selection of
a node for performing the morphism steps. One can make
these selections intelligently by using reinforcement learning
or genetic algorithms. Essential criteria for selection of nodes

Uhttps://paperswithcode.com/sota/image-classification-mnist-handwritten-d



would be to pick convolution blocks from those regions of
the network which have been having significant changes in
their weights in the recent iterations. Again, there are different
ways to initialize the weights in the morphism operations.
We experimented with two of many possibilities, and expect
further research in weight initialization would yield better
results.

Apart from improvements in the existing work, we find
research in Learning Curve Extrapolation for dynamic neural
networks in its initial stages, but would immensely speed up
the overall hill climbing iterative algorithm. However, it is
currently there for static [26], [27] neural network graphs.
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APPENDIX
SAMPLE OUTPUT OF NASGRAPH

Fig. [] shows a sample graph produced by the NASGraph
using the parameters mentioned in Table II. The generated
network can be seen to have convolution blocks as represented
by red bubbles, and Merge layers (which can be either the
Merge or the Add function) represented by the blue ’add’
bubbles. The graph clearly holds the Topological Ordering
condition as mentioned a must for the NASGraph. In addition,
it is seen to have Skip connections for example node convQ
is connected to add27 providing input to convl, along with
conv13, convl9, conv7, convl7, convll. The NASGraph can
generate quite complicated neural networks and provide good
accuracy rates on CIFAR-10.
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Fig. 6. Sample output of NASGraph on CIFAR-10 dataset



	I Introduction
	II Related Work
	III NAS Graph
	III-A NASGraph Nodes
	III-B NASGraph Morph Operations
	III-B1 Skip Operation
	III-B2 Deepen
	III-B3 Widen
	III-B4 Add
	III-B5 Merge
	III-B6 Maxpool


	IV Proposed Work
	IV-A Morphism
	IV-B Selection of Nodes For Morphism
	IV-C Random Selections
	IV-D Gradient Stopping
	IV-E Linear Morphisms
	IV-F Process Flow

	V EXPERIMENTAL RESULTS
	V-A Dataset Overview
	V-B Discussion on Results
	V-C On a Different Dataset

	VI Conclusion & Future Work
	References
	Appendix: Sample Output of NASGraph

