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ABSTRACT

In order to achieve a general visual question answering
(VQA) system, it is essential to learn to answer deeper
questions that require compositional reasoning on the image
and external knowledge. Meanwhile, the reasoning process
should be explicit and explainable to understand the working
mechanism of the model. It is effortless for human but chal-
lenging for machines. In this paper, we propose a Hierarchical
Graph Neural Module Network (HGNMN) that reasons over
multi-layer graphs with neural modules to address the above
issues. Specifically, we first encode the image by multi-layer
graphs from the visual, semantic and commonsense views
since the clues that support the answer may exist in differ-
ent modalities. Our model consists of several well-designed
neural modules that perform specific functions over graphs,
which can be used to conduct multi-step reasoning within
and between different graphs. Compared to existing modu-
lar networks, we extend visual reasoning from one graph to
more graphs. We can explicitly trace the reasoning process
according to module weights and graph attentions. Experi-
ments show that our model not only achieves state-of-the-art
performance on the CRIC dataset but also obtains explicit
and explainable reasoning procedures.

Index Terms— visual question answering, graph neural
modules, compositional reasoning, multi-layer graphs

1. INTRODUCTION

One of the goals of Al is to learn to “see” and “talk”, which
is consistent with Visual Question Answering (VQA) task —
aiming to answer natural language questions about an image.
Most existing works [1} 2} 3] focused on “shallow” questions
which are answerable by solely referring to the visible content
of the image. For example, question Q1 in Fig[T|only requires
recognizing the color of the helmet to answer, without multi-
step reasoning incorporating external knowledge.

However, the “deeper” questions (Q2 in Fig[I) are still
obstacles for these methods. To answer this question, a desir-
able agent should be able to understand the semantic of the
question, perceive the visual content (e.g. helmet, boy),
incorporate commonsense knowledge (e.g. <helmet, Used
For,protect head>) and finally compositionally rea-

Shallow Question:

Q1: Is there a helmet that is blue or green?
Answer: No

Deep Question:

H Q2: What can the hat that the batter is
“# wearing be used for?

Answer: Protecting head

Fig. 1. Examples of shallow and deep visual questions.

sons over these clues to predict the correct answer. Besides,
it should present the decision-making process to better under-
stand the model’s underlying working mechanism. Therefore,
how to extend shallow visual understanding to deeper com-
positional reasoning and meanwhile provide an explainable
diagnosis are essential to achieve a long-standing general
VQA goal.

Most of existing VQA models [4, 15,16} 7,18, 9] that exhibit
reasoning capabilities can be divided into three categories.
Firstly, attention-based methods [4]} 5] stack attention layer
that focuses on image regions relevant to the question. The
reasoning process can be post-hoc extracted by observing at-
tention weights. However, it is implicit reasoning process be-
cause the intermediate heat map cannot clarify what the cur-
rent decision step is. Secondly, memory-based methods [6, 7]
perform read and write operations to external memory module
iteratively. It implements reasoning by modeling interaction
between multiple parts of data over several passes with at-
tention mechanism, which still faces shortcomings of implicit
reasoning. Thirdly, module-based methods [8} [9] implement
reasoning procedure by parsing the question into a layout of
sub-tasks that are carried out by separate neural sub-networks.
The reasoning steps can be explicitly defined by each module,
but relying on strong layout supervision. Moreover, most ex-
isting methods rarely utilize commonsense knowledge that is
essential for deeper reasoning.

In this work, we propose a Hierarchical Graph Neural
Module Network (HGNMN) to address the above problems
by compositional reasoning over multi-layer graphs. Com-
pared with holistic features, graph can model the relationships
between objects and makes it easier for a model to reasons
from one node to another along the edges [10]. Therefore,
we first encode an image by multi-layer graphs from the vi-
sual, semantic and commonsense views, which contain the
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Fig. 2. An overview of our model at time-step ¢. It consists of graph representations, graph modules and module controller

clues supporting the answer from different modalities. Sec-
ond, we decompose the inference process into several sub-
tasks based on a set of well-designed neural modules, which
perform specific functions over graphs under the guidance of
the semantic information of the question. Third, we propose a
module controller that supplies soft module weights and input
query at each reasoning step, which makes our model fully
differentiable and trainable using gradient descent without re-
sorting to expert layouts. Experimental results on the CRIC
dataset [11] demonstrate that HGNMN has comparable per-
formance to existing modular networks and monolithic net-
works. Meanwhile, the reasoning process can be explicitly
traced via module weights and graph attention mechanism.

2. PROPOSED APPROACH

In this section, we elaborate on the proposed Hierarchical
Graph Neural Module Network (HGNMN) for answering
deeper visual questions. Fig. [2] shows the overall architec-
ture. It consists of three components: (1) Graph Represen-
tations. Since the clues supporting answer the question may
exist in different modalities, we encode the image by con-
structing multi-layer graphs from the visual, semantic and
commonsense views respectively; (2) Graph Modules, a set
of well-designed neural modules, that can conduct reasoning
over hierarchical graphs; (3) Module Controller guides the
execution of each module at each reasoning step.

2.1. Graph Representations

Taking the inspiration from recent graph-based methods [6}
12} 113]] in visual and language tasks, we first encode the im-
age as multi-layer graphs for unifying the structure represen-
tation of different modalities, including visual graph, seman-
tic graph and commonsense graph.

Visual Graph represents visual objects and their relation-
ships of the image since most of the questions in VQA are
visually related. We construct a fully-connected visual graph
over a set of objects identified by Faster-RCNN [14]. Each
node corresponds to a detected object and encoded by visual
feature. Each edge denotes the relationships between objects,
encoded by relative spatial feature.

Semantic Graph keeps high-level abstraction of the objects
and relationships within natural language also provides es-
sential semantic information. We first generate captions of
the image with DenseCap [15]. Then we construct a seman-
tic graph using SPICE [16]], where node represents the name
or attribute of an object and edge represents the relationship
between them. We use the averaged GloVe [17] embeddings
to represent nodes and edges.

Commonsense Graph contains knowledge related to the im-
age and question that is used for answering open-domain vi-
sual questions. We use ConceptNet [[18] as original knowl-
edge base, which can be seen as a large set of triples of the
form (h,r,t), where h and ¢ represent head and tail entities,
r represents relationship between them. We select 10 types
of relations to reduce the computation cost following [[11]. A
desirable knowledge retrieval should include most of the use-
ful information while ignore the irrelevant ones. To achieve
this goal, we first use labels of visual objects as keys to ex-
tract corresponding entities of ConceptNet. Then we retrieve
the first-order subgraph using these selected nodes from Con-
ceptNet, which includes all edges connecting with at least one
candidate node, i.e. the label is either h or t. However, the
subgraph contains much irrelevant information. Each object
and extracted triplet is associated with probability scores, de-
noted as S; and S;. We assign a - S; + b - S; as the final
score of the edge, where a and b are hyper-parameters that
used to adjust the importance of the S; and S;. Then we ob-
tain the commonsense graph by ranking and selecting top-K
edges along with the nodes according to scores. All nodes



and edges are encoded by averaged GloVe embeddings[17]].

2.2. Graph Modules

We first define the Find, And, Filter modules to attend
objects that are relevant to some subjects, attributes or logic
information of the question following [9} [19]. However,
deeper questions commonly cover relationships (e.g. geo-
metric positions or semantic interactions between objects)
beyond mere object detection, so we propose the Relate
module to transfer node attention maps along the edge in
one graph guided by relation information of the question.
Moreover, deeper questions require collecting evidence from
different modalities, so it is necessary to associate multi-layer
graphs. We additionally propose the CrossGraph module
to extend the reasoning in one graph to more graphs. The
Describe module is proposed to obtain the graph features
because the attentive node maps need to be transformed to an
embedding to predict the answer. Due to some questions may
not require complete 7T'-step reasoning, we also introduce a
NoOp module proposed by [9], which can be used to pad
reasoning steps to maximum length 7. We will describe each
kind of module in detail below. Modules of the same type
only differ in inputs and parameters.
Find [X, c] is proposed to attend the relevant objects given
the input query and outputs an attention map a € R™ over n
graph nodes. We first transform the input query ¢ and node
features X into the same dimensions and then fuse them to-
gether to pass a MLP:

a = softmax( i, (F (W1 X, Wac))), (1)
where W7, Wy are weight matrices (as well as W3, ..., W)
mentioned below), F(x,y) = ReLU(x +y) — (x — y)? is
multimodal fusion function proposed in [19].
And [a;,as] aims to combine attention maps ai,as gen-
erated from previous reasoning steps. We implement it by
adding two input attention weights, i.e. a = a3 & ag, where
@ is element-wise addition.
Filter [a, c] is proposed to find nodes relevant to the input
query on the basis of the output from the previous step, which
is used to further locate objects according to new input in-
formation. We implement it based on Find module, i.e.
a = a @ Find(c), where @ is element-wise addition.
Relate [a, E, c]. The deeper questions mostly involve the in-
teraction between objects. Therefore it is essential to transfer
the current node to adjacent nodes via attended edge. We first
find the relevant edges given the input query. The attention
weight W;; € W™ of edge e;; is computed by:

Wij = ReLU(fimip(Wsc © Waey;)), 2)

where e;; € E is edge embedding. Thanks to graph struc-
ture, we can transfer the node weights along the attentive re-
lations to update attention weights by matrix multiplication:
a = norm(W7a), where norm(-) is normalization operation.

CrossGraph, .o [an,a,, Xy, Xy, c]. Reasoning within
one graph is not enough to answer deep questions. It is essen-
tial to associate nodes of different graphs to extend the reason-
ing process from one graph to multi-layer graphs. We achieve
this goal by computing attention map over nodes of graph G,,
guided by the node features of graph G,:

a’,, (i) = softmax(Wy (tanh(W5s X7 a,, + WX, (7)), (3)

an = a/n + ay,, (4)

where X, () is node feature of the i-th node of G,,.
Describe [a, X] aims to transform the attentive node features
to an embedding that summarize the entire graph by com-
puting a weighted sum of node features guided by the input
attention, i.e. y = X a.

NoOp [a] just outputs the input a without transforming,
which is used to pad reasoning steps to a maximum length 7'.

2.3. Module Controller

To make the network fully differentiable, we draw inspire
from [9] to propose a module controller to make soft layout
selection via a soft module weights distribution and supplies
input query at each reasoning step ¢. Then we execute all
modules of each graph and average the outputs according to
the module weights as the input for the next step. We take
one of the graphs as an example to describe the procedure in
detail below.

Specifically, we first encode the question by LSTM to
get all word embeddings {h;}/, and question embedding
g. At each time-step ¢, we generate intermediate embedding
u based on question embedding and input query of previous
step, i.e u = fy,1([q; ci—1]). The input query should include
question information that is more relevant to the current rea-
soning step. Therefore we generate input query by textual
attention over words guided by intermediate embedding:

a; = softmax( fr,(u © hy)) &)
L
Ct:Zal'hla (6)
1=1

where ©® is element-wise multiplication. To select which
module is more important at the current step, we predict soft
module weights which resemble a probability distribution
over all the modules using MLP:

w® = softmax(fu, (1)) 7

We execute all the modules and perform a weighted average
of their outputs with respect to the module weights:

a = > wi)-al), 8)
meM

where wﬁr? € w®), M is module list of each graph and afl;) is

the output attention map of m-th module. At the final step, we



Model Expert layout | Acc

Q-Type No 25.96
Q-Only No 39.40
I-Only No 14.18
Q+ No 48.47
ButtomUp [20] No 52.26
RVC-w/o-KG [11] Yes 54.68
RVC-lgns (111 No 51.20
RVC [11] Yes 58.38
HGNMN (full) ‘ No ‘ 60.32

Table 1. Results on test set of CRIC dataset.

extract graph features from Describe modules of different
graphs and fuse them to predict the answer using MLP:

Ans = frp((Waya, Woyas, Wioya,, Wiid])  (9)

3. EXPERIMENTS

3.1. Experimental Settings

Dataset. We evaluated our model on the CRIC [11], a large
VQA dataset contains 1,303,271 deeper questions than other
common datasets, which are randomly split into train (60%),
validation (20%) and test (20%). It also provides expert lay-
out annotations for each question.

Implementation Details. For each image, we extract 36 ob-
jects along with features, labels and probability scores from
Faster-RCNN [[14]. We select the top-10 captions and set
a = 0.7,b = 0.3 in the graph construction. We truncate or
pad the length of question to 20 words. The max reasoning
steps 7' is set to 12. We adopt cross entropy loss to train the
model by Adam optimizer with 0.001 learning rate.

3.2. Experimental Results

Comparison with SOTA Methods. In this section, we eval-
uate the performance of following methods on the CRIC: (1)
Q-Type, Q-Only, I-Only and Q+I are four basic baselines
proposed in [11]. (2) BottomUp [20] implements soft atten-
tion on object regions and combines the attended image fea-
tures and question features to predict the answer. (3) RVC
[11]] builds upon neural module networks with supervision of
expert layout. (4) RVC-w/0-KG [11] is a variation of RVC
that doesn’t use the knowledge graph to answer the question.
(5) RVC-l,,,s [11] is a variation of RVC that can be trained
without supervision of expert layout.

The results are summarized in Table Our model
achieves a new SOTA result. In particular, although RVC
is trained with expert layout, our model still outperforms
RVC by 1.94%. Compared with RVC-/,,, s that also does not
require expert layout, our model improves by 9.12%, which
proves the effectiveness of reasoning on multi-layer graphs.
Ablation Study. We conduct ablation studies to further in-
vestigate the key components of HGNMN. (1) We remove
the visual, semantic and commonsense graph from full model

Model | Acc Model | Acc

e | cmer w/o And 59.12
w/o VG 57.63 wio Filter 3847
w/oSG | 59.11 w/o Relate 5739
w/o KG | 55.25 w/o CrossGraph | 57.14

Table 2. Ablation study Table 3. Ablation study of different
of hierarchical graphs modules
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Fig. 3. Visualization of intermediate reasoning steps.

respectively to analyze the contributions of each layer of
graphs. The results shown in Table [2|all decrease. Thereinto,
the commonsense graph is most important since most of the
questions rely on external knowledge. (2) We further evalu-
ate the effectiveness of different neural modules in Table
We remove the And, Filter, Relate and CrossGraph
modules respectively. The Find, Describe and NoOp
modules are kept because answering any questions at least
requires these operations. We find that the Relate and
CrossGraph modules are more important than others,
since they can extend reasoning along edges and associate
multiple graphs which are essential for multi-step reasoning.
Qualitative Evaluation Fig. |3| shows the qualitative evalu-
ation of one example. We visualize the results of the first
7 steps and omit the rest NoOp operations. At each rea-
soning step, we mark the module with the largest weight in
red and the most attentive word of the question in blue and
present the attention map of corresponding graph. It shows
that our model can extract explicit and explainable reasoning
process. For example, it locates the “black object” in VG via
Filter at the 2nd step; finds the most relevant object in SG
via CrossGraph at the 3rd step; finds the nodes related to
“car” in KG via Relate at the 6¢h step.

4. CONCLUSION

In this paper, we propose a Hierarchical Graph Neural Mod-
ule Network (HGNMN) for answering deeper questions of
VQA. We encode the image by multi-layer graphs from dif-
ferent views and define a set of graph-based neural modules
to extend reasoning from single graph to more graphs. More-
over, it can be trained end-to-end without expert layout su-
pervision. Experimental results on CRIC dataset show that
HGNMN outperforms state-of-the-art approaches. Our model
is more interpretable by observing its intermediate outputs.
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