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SID-SLLAM: Semi-Direct Information-Driven
RGB-D SLAM

Alejandro Fontan':?, Riccardo Giubilato?, Laura Oliva®, Javier Civera' and Rudolph Triebel?

Abstract—This work presents SID-SLAM, a complete SLAM
framework for RGB-D cameras. Our main contribution is a semi-
direct approach that, for the first time, combines tightly and
indistinctly photometric and feature-based image measurements.
Additionally, SID-SLAM uses information metrics to reduce the
state size with a minimal impact in the accuracy. Our evaluation
on several public datasets shows that we achieve state-of-the-art
performance regarding accuracy, robustness and computational
footprint in CPU real time. In order to facilitate research on semi-
direct SLAM, we record the Minimal Texture dataset, composed
by RGB-D sequences challenging for current baselines and in
which our pipeline excels.

Index Terms—Localization, SLAM

I. INTRODUCTION

Isual odometry and SLAM systems are typically divided
in the literature into two categories, feature-based and
direct methods, depending on the type of residuals that are
minimized [1]. But, why should we choose between the two?
Our contribution in this paper is a strategy to use indistinctly
feature-based or photometric residuals, depending only on
their information content, and minimizing them jointly to
estimate the SLAM state. See Fig. [I] for an illustration of our
results. We implemented SID-SLAM, a full RGB-D SLAM
pipeline to evaluate our proposal. Our results demonstrate that
an information-based tight fusion of photometric and feature-
based residuals achieves state-of-the-art performance in accu-
racy, robustness and computational footprint. Our fusion of
residuals is particularly useful for minimal texture cases. In
order to illustrate that, we contribute a novel dataset which
is conceptually simple, but extremely challenging for current
RGB-D SLAM baselines.

The key of our proposal is the complementary nature of
feature-based and photometric methods. We will elaborate
further on this in the rest of this section. Features (e.g.,
corners, blobs) can be robustly tracked up to a certain degree
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Fig. 1: (a) Features (orange squares) and high-gradient pixels
(blue circles) tracked by SID-SLAM and estimated map in
a ETH3D sequence [4]]. Jointly minimizing photometric and
feature-based residuals improves robustness and accuracy,
specially in scenes such us our minimal texture dataset (b).

of illumination and viewpoint changes. However, they appear
sparsely in images and hence do not exploit all available
information. In contrast, direct methods [2|] use potentially all
available data, since they use the raw pixel intensities. But
their high variance to illumination and perspective changes,
most often not accounted by the residual models, makes
them fragile in practical applications. Rolling shutter effects,
sensor asynchronism and calibration errors [3] are also more
problematic for direct methods than feature-based ones.

Features require data association, for which correspon-
dences are searched independently first, and robust estimation
deals with spurious matches later. Since feature detection and
matching runs at real time, most detectors are optimized for
speed rather than precision. Direct methods do not need prior
data association, since this is implicitly given by the geometry.
This allows to track pixels on weak corners and edges, in
environments with little or high-frequency textures (e.g., sand
[S]] or asphalt). However, as a drawback, their convergence is
limited to the basin of attraction of image gradients.

An important difference to be highlighted is the geomet-
ric dimension of both minimization errors. The error is 2-
dimensional in the case of features, whereas the alignment
of photometric patches is restricted to the direction of their
intensity gradient [6]. Also related to it, the main challenge
for a successful fusion is a proper model of the residual
covariances, which we address in our work.

II. RELATED WORK

The taxonomy of modern VO/SLAM into feature-based,
direct and semi-direct (or hybrid) has been extensively ad-
dressed in previous works [3]], [7]], [4]]. Here we focus only on
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semi-direct methods, that exploit the complementarity of both
feature-based and direct methods.

Combining corners and higher-level features. Combining
geometric features has been extensively explored. As a few
examples, [8], [6] use reprojection errors of corners and
edgelets, [9], [10], [L1] combine in different manners points
and lines, and [12], [13]], [14] incorporate points and planes
in the map state.

Loose coupling between photometric and feature-based
residuals. There are several works in the literature that
use features and direct methods in SLAM, but always at
different parts of the pipeline and in a loosely coupled manner.
[8], [6], [1S] used photometric alignment for tracking and
pixel triangulation, and feature-based joint optimization of
structure and motion. Similarly, [[7] combines photometric
bundle adjustment of the local structure and motion [2] and
geometric bundle adjustment for larger optimization windows
[16]. Early direct SLAM algorithms [17]], [18], [19] used
nearest neighbour search over keyframes for the loop closure.
[20], [21] added to a direct VO thread a bag-of-words loop
closure [22]] and the optimization of a co-visibility graph of
keyframe poses. This is similar in [4], but in this case the
map optimization is done by an alternating direct Bundle
Adjustment. Although all these works benefit from both point
types, their loose coupling limits their performance compared
to using the same landmarks in tracking, mapping, and relocal-
ization tasks [23]], [24]. Up to the authors’ knowledge, only the
early [25] uses together photometric and image reprojection
errors for the case of pairwise camera motion.

Colored ICP. Minimizing 3-dimensional distances together
with photometric errors has been used in many RGB-D
odometry/SLAM works, e.g., [26], [18]], [15]. Differently from
us, they use both errors always and do not select the most in-
formative one. Their relative weight is tuned experimentally in
most cases, which might cause problems in domain changes.

I1I. SEMI-DIRECT MODEL FORMULATION

Points. We represent 3D map points p € P{¢p Uf} € R?
according to their image representation, that is, ¢ € R? if
they are represented by image patches, or f € R? if they are
represented by feature descriptors. The image coordinates and
inverse depth of p € R? in reference frame j are denoted
asu; € Q2 and d € R, where 2 is the image domain. For
photometric patches we store a set of intensity values spread
in a pattern N¢ centered in u; [2].

Keyframes. A keyframe j contains RGB-D channels, 6-
DoF camera pose as a transformation matrix T € SE(3), two
brightness parameters {a;,b,;} and a set of reference points
to track. The Lie-algebras pose-increments X,.(3) € s¢(3) ,
with ;. (3) being the mapping operator from the vector to the
matrix representation of the tangent space [27], are expressed
as a vector x € R, During the optimization, we update the
transformations at step (k) using left matrix multiplication and
the exponential map operator exp(+), i.e.,

TEHD = exp(Rse(s) - T (1
The image points u; and u; are related by

u; = I(RIT ! (uj,d;) +t), )

Fig. 2: Information-based point selection in RGB-D TUM,
ETH and our MT dataset. Top: high-gradient points. Middle:
features. Bottom: information-based selection.

where TI(p) and I17'(u,d) are the projection and back-
projection functions and R € SO(3) and t € R? are the
relative rotation and translation between frames.

Residuals. The squared photometric residual r?|; € R of
a patch ¢ € P is the sum of the squared intensity differences
between all pixels u; in the pattern N, projected in frame
i, with the corresponding pixel intensities in its reference
keyframe j, combined with a logarithmically parametrized
scalar factor e~® and a photometric bias b [2],

Bli= X () —b) - nw) b))

lle/\f¢

The reprojection residual r;|; € R? of a feature f € P in
frame ¢ is the geometric difference between the landmark
projection u; and its associated observation, U,

rel; =10 —u;. 4

Residual Covariances. We use the model in [28] to prop-
erly model the multi-view covariances o2 € R and afc € R?
of the residuals in equations (3) and (). The photometric
covariance

035 =%+ Gzoi(ng,€2,d) (5)

is a function of the image noise 07 € R and a geometric

term ai, propagated with the photometric gradient G, which
depends on the gradient direction 1, € R2, the perspective
deformation €2 € R and the inverse depth d € R (see [28] for
details). Similarly the covariance of a reprojection residual

o} =05, +0(e%,d) (6)

depends on the associated noise of the feature descriptor o2 €
R? and the propagated geometric noise 0‘?0 € R2.

A. Informative Point Selection

We extend the approach in [29] to select, in an iterative
manner, the most informative points in an image. We analyze
the contribution of each point p to the accuracy of the camera
pose x in terms of entropy reduction [30]:

1 (2me)”

Ap|Ag|
log, W7 L

IA:E‘ )7
)

1
ALE(x) = - logy(1 +

E(x) = =5

T2
where k is the dimension of the information matrix

Ay =371 =00 %+ > ijorti €RC(®)
peQ feQ
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that is the inverse covariance matrix (3, ' € R%*%), obtained
as the sum of the Jacobian auto-product for the whole set of
selected points Q. (j, € R'*6) is the Jacobian of the photo-
metric residual (3) with respect to x. Analogously, (j; € R**)
is the Jacobian of the features’ residual (@). The variation to
the information matrix determinant yielded by the addition of
a photometric patch results in [29]

AplAsl =03 il AlAL g, 9)

which can be expressed individually per point, depending on
J, and the current inverse covariance matrix. From a first-order
Taylor expansion of the determinant of the covariance matrix,
we also estimate the contribution to the differential entropy
for every feature

(10)

We select iteratively points that maximize the trade off
between their contribution to the camera pose entropy and
their spreading in the image

(oln| = 2t

P T AL E®) i
where dq is the distance for every point with respect to the
closest already added point. Since entropy is a scene dependent
metric, the first addend normalizes the contribution with the
value obtained in the first iteration k. The second normalizes
the image distances of the points with the their maximum
value on each iteration. We evaluated this selection method
on a wide array of scenes (see Figure [2). Figure [3] shows the
influence of the relative weight w in the point selection. We
set the parameter w = 0.5 which balances between entropy
maximization and the distribution of points in the image.

Af|AL] = |AL AT (j}:a;?jf).

do
max dQ|k’

an

B. Information-based tracking

We track every frame reprojecting the points from a local
map. We compute the normalized tracking information avail-
able per visible point from a reference keyframe with

#on+ #Fr ) o
#ou+ #Fu )

gy (2940 ) 4 o)

where k is the dimension of (A, € R%*6), #¢,. and #f,
are the amount of visible points from the reference keyframe
and #¢,, and #f, the total amount of visible points from
the local map. Figure Ié—_ll shows how E(x) is used as a single
threshold for keyframe insertion.

E(x) = log,

12)

C. Bundle Adjustment with Semi-Direct Formulation

Semi-Direct joint residual. The full combined cost over
all frames and points is given by

XX e+

JEK ¢€P; icobs(op)

S Y ||Peery

JEK fEP; icobs(f)

(13)
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Fig. 3: Point Selection Strategy. and show the variation,
in consecutive steps of the algorithm, of the entropy of the
camera pose F(x) and the minimum image distance dgq
between iteratively selected points for an interval of values
of w € [0,10]. Note how increasing the influence of the
dqn addend degrades the entropy contribution and vice-versa.
Neglecting to spread image points concentrates them in
the most informative areas. Conversely, small values for w
(3¢) neglect the informative content of each point. A trade-off
between the two balances the selection strategy @)

o @ 5

# Tracked Frames

(a) Dynamic Scene

0@
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# Tracked Frames

(b) Static Scene

Fig. 4: Information Threshold for Keyframe Insertion. Top:
Exploratory motion. We manually modified four times the
threshold, note how allowing bigger information drops reduces
the keyframe creation speed. Darker cameras correspond to
bigger information losses. Bottom: Non-exploratory motion.
Although this sequence is longer the camera is not exploring
new areas and our information criterion keeps a low number of
keyframes. Note how AF(x) reduces when the camera moves
away from the map.

where j iterates over all keyframes /C, ¢ and f over all points
P in keyframe j, and ¢ over all frames obs(¢) and obs(f) in
which the point ¢ or f are visible. We apply a Cauchy robust
cost function to decrease the influence of outliers scaled with
a gamma probability value ~yq.g5 [18]][31].
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Fig. 5: Left: Bigger drops of tracking information AFE(x)
reduce the number of keyframe insertions. Center: Decreasing
the number of keyframes deteriorates the relative pose error of
the tracking. Right: The absolute trajectory error has a sweet
spot with a 4-bit information drop. Bigger information drops
reduce the tracking quality, and lower yield to trajectory drift.

Online covariance correction for residuals. Even if we
use sophisticated uncertainty models (see equations (3) and
(6)), non-modeled factors (such as motion blur or illumination
changes) might unbalance the relative weight between pho-
tometric and reprojection residuals and impact the pipeline
accuracy. We estimate at run time a correction factor for
both residuals iteratively with the covariances o, 32 estimated
online from the residual distribution

o = 74(07r7 | jex pep,icobs() )

_ (14)
B% = v4(rio; il jexc, repicobs(f))s

where 74 and «y; are the functions that map the covariance of
gamma distributions from the median of the residuals [18[[31].

Motion-only Optimization. As [2], we jointly optimize the
camera pose in SE(3) and brightness parameters with a coarse
to fine pyramid resolution scheme.

Alternating Full BA. We use alternating optimization
between cameras and points instead of jointly optimizing
local and global full Bundle Adjustment. This facilitates the
real-time performance of photometric Bundle Adjustment by
speeding up Gauss-Newton optimization on strongly con-
nected problems [32], [4].

IV. SID-SLAM
A. Windowed optimization

We track each new frame with respect to a reference
keyframe and a local window of covisible keyframes around
it. As detailed in Section [[II-B| we insert a new keyframe
when the tracking information drops over AFE(x) in bits.
We maintain a graph of covisible keyframes and, for every
new keyframe, we trigger a Bundle Adjustment optimization
of the cameras and points in a fixed-sized window of the
covisibility graph. For additional constraints, we project points
of neighbouring keyframes in the optimization window.

Figure [5] shows the relationship between information loss
and trajectory errors. The information loss threshold has a
clear influence in the keyframes created. Increasing the fre-
quency of keyframe creation frequency improves the tracking
quality (observe the RPE trend). However, an excessive num-
ber of keyframes reduces their geometric influence and the
time available for local Bundle Adjustment. This increases the
trajectory drift, and leads to a sweet tuning spot for minimizing
the absolute trajectory error (observe the ATE graph). Our

experiments allow an information drop of AFE(x) = 4 (bits)
which, as shown in Figure 5, represents a sweet spot in terms
of camera trajectory accuracy.

B. Loop Closure, Pose Graph Optimization and Global BA

To correct the pose drift, we implemented a loop closure
method using both features and photometric intensities.

Loop detection is performed relying on the full set of
AKAZE features extracted for each keyframe. Differently from
classical bag-of-words approaches, that require a carefully
assembled vocabulary of features, we build upon HBST [33]]
where a binary tree of feature descriptors is built online and
allows for efficient retrieval of similar images from a growing
database. Following the insertion of keyframe ¢, the database is
queried for keyframe j such that the number of occurrences of
the same visual words is the highest. If the number of matches
relative to the total number of features extracted is sufficient,
we evaluate the number of co-occurrences with keyframes
7 —1 and j + 1 looking for temporal consistency. As a first
validation step of the candidate match, we match the full set
of AKAZE features belonging to keyframes ¢ and j to gather
as many correspondences as possible. Then, a classical P3P-
RANSAC step returns an initial transformation between the
two keyframes.

Loop validation. Semi-Direct alignment is finally con-
ducted as a last barrier against false positives and as a
refinement of the estimated transformation, which is then
utilized to bootstrap a global Bundle Adjustment step.

Loop closure. Performing alternating semi-direct BA in-
stead of a full optimization might be still very costly, and
therefore we perform it in three steps. (i) We perform a pose
graph optimization step which, after a loop detection, aims at
pushing old keyframes out of the limited convergence region
of the photometric part of the optimization. (ii) We store
the geometric reprojection image position for all residuals,
either photometric or feature-based, in all previous local
windowed optimization. We incorporate to these measures the
reprojections obtained in the loop validation step and perform
landmark-like pose BA. (iii) Finally, we perform alternating
full BA adjustment to refine the global solution.

V. EXPERIMENTS

Aleatoric effects and real-time constraints make perfor-
mance comparisons between state-of-the-art SLAM pipelines
challenging. In RGB-D SLAM, it is common practice to
compare the Absolute Trajectory RMSE with SE(3) align-
ment (SE(3) ATE RMSE, [34]). Among the good practices,
(1) [4]] suggests evaluating in complete benchmarks instead
of subselect (potentially cherry-pick) sequences, [16], [20]
compare median results (ii) over several runs to account
the non-deterministic effects of mutithreading, (iii) [35] shows
memory consumption (GB) for the captured sequences, and
(iv) [6] shows the processing time (v) running the experiments
in the same machine.

In this paper we run our own evaluation of SID-SLAM, the
feature-based baselines ORB-SLAM?2 [16] and ORB-SLAM3
[24], and the photometric baseline BAD-SLAM [4]] in three
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public RGB-D datasets Tables [IL [[] and [II] gather the
median value of the absolute trajectory error over ten runs
per sequence We gather all values found in literature
and also the running details. We compare memory footprint
and resources consumption using a laptop with an Intel Core
17-10875H, 32 GB of RAM and an NVIDIA GeForce RTX
2070 8GB We report the percentage of trajec-
tory (vi) that baselines are able to compute. We only compare
accuracy for runs that cover rigorously 100% (vii) of the se-
quence, ensuring that accuracy is compared also in challenging
parts of the sequences. We collect the values of our evaluation
together with those found in the literature and reflect relevant
evaluation conditions (viii) about each evaluation. We also
report the number of keyframes (ix) created per sequence
which is intimately linked to accuracy and memory footprint.
Finally we evaluate in our Minimal Texture dataset.

A. Results in public RGB-D datasets

Accuracy. Figure [6] shows the percentage of trajectory
estimated successfully by the three baselines and SID-SLAM.
Tables [I[] and [M] report the ATE for fully completed runs,
avoiding misleading comparisons between runs that have been
partially estimated. Values in bold represent the smallest
tracking error per sequence, values in parentheses correspond
to runs with at least 50% of the estimated track, and dashes
represent large tracking errors early in the sequence.

RGB-D TUM dataset. Overall, dense methods are more
robust than sparse ones in almost textureless sequences, as in
fr3 notex. near or fr3 large cabinet. However, in scenes with
low degrees of texture but with visible corners and edges,
SID-SLAM makes efficient use of all visual information and
outperforms both dense and feature-based methods (as in fr3
notex. far). Similarly, in fr3 tex. far sequences, where the
scene content evolves from a high-frequency textured scene
to a gradient-shaped cable, our approach outperforms all the
baselines. Even in richly textured sequences as fr2 desk, SID-
SLAM outperforms the baselines. This is of high merit, as
pure feature-based approaches avoid photometric noises and
fusion nuisances and they should shine there. In summary,
SID-SLAM improves robustness over feature-based methods
by completing 24/31 sequences and achieves the best accuracy
over all other baselines at 12/31 sequences.

ET3D benchmark and Synthetic RGB-D TUM. BAD-
SLAM [4] consistently obtains the best accuracy in the
ETH3D benchmark [4]. This is due to two factors. Firstly,
high-quality sensors that have been calibrated thoroughly
downplay the typical filtering effect that features’ invariance
offer, and that is very convenient with lower quality cameras
or poorer calibrations. And secondly, BAD-SLAM’s additional
minimization of a depth alignment residual. This helps in
cases of poor visual information, which is beneficial in this
high-quality dataset, but adds a dependency on the depth
measurements that might introduce errors in lower-quality
data. Our approach achieves similar performance on these
sequences which are comparatively shorter (especially plant
with less than 200 frames) and where the accuracy range is
of the order of tenths of a millimeter.
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(b) ETH3D [4]. (c) ICL-NUIM[36].

Fig. 6: Percentage of estimated trajectory complete. SID-
SLAM completes 77/89 trajectories, ORB-SLAM2 61/89,
ORB-SLAM3 68/89, and BAD-SLAM 61/89.

ICL-NUIM. Our SID-SLAM complete all the sequences
and obtains the best accuracy in 6/16 sequences in the living
room and office environments. We believe the synthetic nature
of the data, with non-informative planar depths in many cases,
damaged BAD-SLAM performance.

Keyframe insertion and memory footprint. Figure
shows performance differences between the sparse feature-
based, sparse semi-direct and dense photometric approaches.
The bottom row of the heat map shows the number of inserted
keyframes normalized to the number of frames per sequence.
As can be observed in the table, our entropy-based criterion
inserts the smallest ratio of keyframes, far from the BAD-
SLAM ratio of more than 11 keyframes per frame. Note
how ORB-SLAM?2 and ORB-SLAM3 increase drastically the
number of keyframes in some sequences to avoid tracking
failure (as in plant).

Figure [/| reports the amount of memory allocated per
keyframe for each baseline and our SID-SLAM. BAD-SLAM
is the most demanding in terms of memory and computation
(note that it runs on GPU), as in addition to buffering gray
and depth images it handles larger data loads. SID-SLAM uses
slightly more memory per keyframe than the feature-based
baselines (we need to buffer grey images but not their depth),
but this is compensated by the lower keyframe ratio.

B. Results in Minimal Texture Dataset

Motivation. We recorded this new dataset to facilitate
research on semi-direct SLAM, particularly on: (i) a better
understanding of visual uncertainties of both features and
photometric approaches [28]], (ii) the efficient use of all the
information on the image which maximizes SLAM robustness
and reduces its computational footprint [29] [44].

Our dataset consists of 16 conceptually simple but chal-
lenging sequences. We group the sequences as Extreme Ge-
ometry , Loop, Sand, and Easy. The Easy set contains control
sequences to give an indicative measure of accuracy. Extreme
Geometry sequences form the core of the dataset, focusing on
minimal geometric content and strong perspective changes.
The Loop set alternates between conceptual geometry content
and the laboratory environment. Finally, the Sand group is
meant to test semi-direct SLAM algorithms in textureless
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TABLE I: ATE (cm) in the TUM RGB-D benchmark [34]] for different baselines got from their original publications and
from our own evaluation. We supply details about how the non-deterministic behavior of the system is account (nd.b.). X
for papers that do not give information on how they deal with nd.b. or that use techniques not suitable for comparison. " for
papers that account for nd.b.. And ¢ for our evaluation (see Section for details). Notes on numbered entries: (1) Evaluated
in [18]]. (2) Evaluated in [17]. (3) Evaluated in [35]. (4) Best estimate over ten runs. (5) Using per-sequence best parameters.
(6) Values are the median results over 5 runs of each sequence. (7) Typo in [20]. (8) Depth maps were compensated for a
4% bias. (9) This experiments were performed over the RGB and depth distorted images which might explain part of the
degraded performance. (10) These values appear in [41] but not in the original publication [18]. (11) These values differ in
[41]. (12) Typo in [16]. (13) These sequences were part of the dataset hidden validation but the ground truth is now available.
(14) Depths and RGB images are misaligned in the cabinet sequence

N
o
<
N 0 > & N » < o o > N o o N A o N A
& & & > v & o & & & & »° s &
A & & ¢ & N R T PP C N L S
nd.b. ETH3D
Elast. Fusion [42 L 1.18 1.51 - 2.83 1.11 9.41 - - 1.0 1.06 3.47 0.80 0.82 1.77 1.17 1.07 - 1.25 -
DVO-SLAM [18 1 0.44 - - 0.51 0.86 3.60 2.05 0.52 0.34 0.24 9.76 0.84 0.28 0.97 0.29 0.49 0.82 1.82 0.69
Bundle Fusion [35 B 224 9.51 - 2.89 1.62 - - 1.34 0.91 0.34 0.35 - 0.41 - - - 1.73 - 1.02
ORB-SLAM2 [16 1 0.74 0.80 1.63 0.40 0.86 1.19 1.52 0.37 0.11 0.52 571 0.16 0.28 2.01 0.17 0.41 0.56 0.83 0.99
BAD-SLAM [4] B 0.68 0.51 6.19 0.30 0.29 - 0.55 0.39 0.10 0.30 0.33 0.19 0.14 0.18 0.14 0.17 0.24 0.22 0.28
ORB-SLAM3 [24 X2 212 1.10 2.85 2.19 7.55 4.12 3.28 1.18 7.51 3.36 8.35 0.33 0.65 2.19 0.55 0.35 0.98 1.40 243
ORB-SLAM2 [16 v 0.77 0.98 242 0.48 - 1.29 (2.8) 0.47 0.17 0.35 1.54 0.22 0.24 1.49 (0.24) 0.40 0.52 0.79 0.92
ORB-SLAM3 [24 (4 0.73 1.08 234 0.45 - 1.21 1.59 0.40 0.23 0.35 1.49 0.27 0.38 1.59 - 0.43 0.53 0.74 1.09
BAD-SLAM [4 4 0.61 0.63 - 0.32 0.69 0.44 0.44 0.41 0.13 0.26 0.33 0.21 0.17 0.21 0.20 0.20 0.26 0.26 0.29
SID-SLAM (4 0.73 0.80 3.51 0.50 - 1.02 1.76 0.45 0.16 0.30 0.87 0.29 0.17 0.43 0.24 0.39 0413 (056°  (0.80)%
& . N > & > & > S 9 & > N
S & & e e & SRS N N T R N
Synthetic Freiburg (Clean) avgt med.* ICL NUIM
ORB-SLAM2 {[§] 050 031 031 011 014 131 216 069 0475 031 o030 5 ORB-SLAM2(lel 08 08 152 124 17 27 10 11 30 44 73 53 14 23 87 60
ORBSLAM3 4] 072 035 032 013 015 145 245 080 035 ORB-SLAM3 241 76 85 194 171 17 51 23 17 36 103 - - 14 22 73 23
BAD-SLAM [l 010 016 017 004 010 011 085 022 015 011 020°° BAD-SLAM [4] 02 - 02 11 78 - - - = = 0.5 = = = 0.8 =
SID-SLAM 049 034 018 011 017 15 090 053 0.34 SID-SLAM 08 07 223 67 21 24 12 10 28 37 98 68 16 19 95 45

TABLE II: ATE (cm) in the ETH3D benchmark [4], the synthetics RGB-D TUM dataset [4] and ICL-NUIM [36]]. We supply
details about how the nondeterministic behavior of the system is account (nd.b.). Notes on numbered entries: (1) Results
from the online leaderboard. (2) This evaluation of ORB-SLAM3 gets distorted results. (3) We get a consistent scale bias of
0.5%. We believe this is due to a misaligment between photometric patches and features on the image that propagates to the
range of millimetres. (4) Average and median values of the seven sequences. (5) Values from [4]. (6) Typo in [4].
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Fig. 7: Memory footprint. Bottom rows: ratio of #keyframes over #frames per sequence. Top rows: Total allocated memory
per sequence (MiB). Table: median values of the keyframe ratio and the allocated memory per keyframe (Mib).

(a) Strong persp.

(b) Extreme. Geometry

(d) Sand.

Fig. 8: Representative frames from the Minimal Texture dataset.
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Ext.Geometry Loop Sand Easy
ORB-SLAM2 [i6] 1.5 1.2) (10.0) B (13.0) (10.6) 6.2) 6.6 - 35 1.8 55
ORB-SLAM3 [24] 1.5 1.1 (8.9) 1.92 (13.7) 72 6.6 - 3.8 1.9 5.8
BAD-SLAM [4] - - - - - 8.0 85 3.8 10.0
SID-SLAM (¢)* 0.8 2.7 3.0 2.5) 1.9 3.1 24 6.6 7.1 4.7 5.8 7.6 39 2.1 6.3
SID-SLAM (f)* 2.1 - - - - - - - - - - - - 5.1 4.5 7.2
SID-SLAM 1.1 0.9 2.3 14 2.3) 1.9 32 2.1 6.2 10.0 44 52 7.8 35 2.0 5.8

TABLE III: ATE (cm) in Minimal Texture for different baselines and SID-SLAM. Notes on numbered entries: (1) These
values are part of an ablation study and are therefore not suitable to compete with those of state-of-the-art baselines. (2) This
is a modified version of ORB-SLAM in which we make it work with a minimum number of features.

scenarios such as with planetary exploration purposes [3].
The dataset was recorded with a Realsense D435i, capturing
intensity and depth images of resolution 1920 x 1080 at 30 Hz.
We used a ceiling-mounted Vicon system to record millimeter-
level ground truth for the camera pose.

Ablation study. We ablated SID-SLAM in two configu-
rations: using only patches ¢, and using only features f.
The features-only configuration failed in all Extreme geometry
sequences (Triangles, Square, Hexagon or Dodecagon) due
to the low number of keypoints which, as can be seen in
Triangle and Square images in Table [T, is occasionally
reduced to none. Even SID-SLAM fails in Square as some
configurations are quasi-degenerate. Finally, the patches-only
configuration failed in Lines because, once again in the image,
the photometric gradients were vertically aligned and it was
only features placed at the extremes avoiding drift optimization
on the horizontal axis. Note that the best accuracy in this
sequence is obtained by complete SID-SLAM which grabs
the necessary scattered features and refines the solution with
photometric vertical gradients.

Evaluation. Table |III] shows that state-of-the-art baselines,
both feature-based and photometric, fail at Extreme geometry
sequences. This is caused by their inability to extract and

process visual information. The reduction of thresholds for fea-
ture extraction and matching in ORBSLAM?2/3 in sequences
with just one Square (and thus only four corner-like features)
leads to system failure. BAD-SLAM failed in all the geometry
sequences. SID-SLAM outperforms all methods significantly
both in robustness and accuracy.

VI. CONCLUSIONS

In this work we present SID-SLAM, a complete RGB-
D SLAM pipeline that, for the first time, fuses feature-
based and direct methods in a tightly-coupled manner. As key
contributions of our pipeline, we developed covariance models
and information-based procedures for appropriate selection of
the most informative points independently of its type and
their fusion in a single cost function. We also use information
criteria for keyframe selection. A thorough validation on three
public datasets solidly demonstrates that SID-SLAM achieves
state-of-the-art performance in terms of accuracy, robustness
and memory efficiency. We further show the strengths of
combining feature-based and direct methods in our novel
Minimal Texture dataset, which also illustrates significant
limitations in the literature.
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