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Abstract—In this paper we study the deployment of multiple unmanned aerial vehicles (UAVs) to form a temporal UAV network for the
provisioning of emergent communications to affected people in a disaster zone, where each UAV is equipped with a lightweight base
station device and thus can act as an aerial base station for users. Unlike most existing studies that assumed that a UAV can serve all
users in its communication range, we observe that both computation and communication capabilities of a single lightweight UAV are
very limited, due to various constraints on its size, weight, and power supply. Thus, a single UAV can only provide communication
services to a limited number of users. We study a novel problem of deploying K UAVs in the top of a disaster area such that the sum of
the data rates of users served by the UAVs is maximized, subject to that (i) the number of users served by each UAV is no greater than
its service capacity; and (ii) the communication network induced by the K UAVs is connected. We then propose a

1-1/e
VK]
ratio so far is

1-1/e
5(VK+1)

-approximation algorithm for the problem, improving the current best result of the problem by five times (the best approximation
), where e is the base of the natural logarithm. We finally evaluate the algorithm performance via simulation

experiments. Experimental results show that the proposed algorithm is very promising. Especially, the solution delivered by the
proposed algorithm is up to 12% better than those by existing algorithms.

Index Terms—UAV networks; emergent communication; connected maximum throughput problem; approximation algorithms;

distributed resource allocation and provisioning.

1 INTRODUCTION

It is estimated that the annual loss incurred by natural
disasters (e.g., earthquakes, tsunamis, flooding, etc.) is about
US$115 billion in the past 30 years. And even worse, on
average 48 thousand people died in disasters per year [26].
When a disaster event occurs, existing communication and
transportation infrastructures may have been totally de-
stroyed already. It is well recognized that the first 72 hours
after the disaster are the golden time window for people
life rescues, and search and rescue operations must be
conducted quickly and efficiently [10], [18]. To rescue the
people trapped in the disaster zone, it is urgent to have
temporarily emergent communications to help them get out
from there as soon as possible.

On the other hand, wireless communications by utilizing
UAUVs recently have attracted a lot of attentions [10], [19],
23], [24], [33], [39], [41]. Unlike terrestrial communication
infrastructures, low-altitude UAVs are more cost-effective,
swift and flexible for on-demand deployments [40]], where
UAVs can work as aerial base stations by attaching
lightweight base station devices [8], [25]. Several mobile
operators, including AT&T and Verizon in the United States,
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Fig. 1. A UAV network that provides services for ground users in a
disaster area, where the network is connected to the Internet via an
emergency communication vehicle.

have conducted trials with LTE base stations mounted on
UAVs [25]. It is recognized that a UAV network composed
of multiple UAVs is perfectly applicable for temporary and
unexpected burst communication scenarios, such as natural
disaster reliefs, concerts, and traffic congestion [4], where
multiple UAVs can be temporarily deployed in the top of a
disaster area to provide efficient communication services to
ground users. Another advantage of UAV communications
is that, they usually enjoy higher Line-of-Sight (LoS) link op-
portunity with ground users, due to high heights of UAVs,
thereby having higher data rates and larger communication
ranges [[1]. Fig.[1]illustrates a UAV network with four UAVs,
and the UAVs provide communication services (e.g., LTE or
WiFi) to the ground people in a disaster area. With the aid of
the UAV network, the people can send and receive emergent
data, such as voice and video, to/from a rescue team nearby,
thereby reducing their injuries and saving lives.

The deployment of UAV networks recently has gained
lots of attentions [20], [29], [36], [42]. For example, Zhao et
al. [42] presented a motion control algorithm for deploying
K UAVs to cover as many users as possible while maintain-
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ing the connectivity of the K UAVs. Liu et al. [20] consid-
ered a similar problem and proposed a deep reinforcement
learning (DRL) based algorithm. Yang et al. [36] investigated
the problem of scheduling multiple UAVs to fairly provide
communication services to mobile ground users for a given
period, by using the DRL method, too.

In spite of the aforementioned studies on the deploy-
ment of UAVs, most of them did not consider the service ca-
pacities of the UAVs and assumed that each UAV can serve
all users in its communication range. On the other hand, due
to the constraint on the payload of a UAV, e.g., the maximum
payload a DJI Matrice M300 RTK UAV is only 2.7 kg [22],
the computation capacity of the base station device mounted
on the UAV is very limited [7], [8], [25]. Then, the service
capacity of each UAV, i.e.,, the maximum number of users
that the UAV can serve, is very limited. Furthermore, it is
shown that users may not be uniformly distributed in a
monitoring area. It is very likely that there are many people
at a small portion of places while only a few people at the
other places. That is, the human density follows the power
law [30]. For example, after an earthquake, many people
may stay in a public plaza without surrounding buildings
for their safeties. It can be seen that only one UAV may be
deployed in the top of a dense location with many people
by the existing studies [20], [36], [42], as the people are
within the transmission range of the UAV. However, only
a portion of the people can be served by the UAV due to its
limited service capacity. A simple solution to address this
issue is to deploy multiple UAVs to cover such a dense
location with many people. However, a difficult challenge
lies in that there may be multiple such dense locations in a
disaster area which are far away from each other, while the
communication network formed by the deployed UAVs at
different locations may not be connected.

In this paper, we consider that each UAV can provide
communication services to limited numbers of users simul-
taneously. We study a novel connected maximum throughput
problem, which is to deploy K UAVs for serving people in
a disaster zone, such that the sum of the data rates of users
served is maximized, subject to that (i) the number of users
served by each UAV is no greater than its service capacity;
and (ii) the communication subnetwork induced by the K
UAUVs is connected. Tackling this defined problem poses the
following challenges:

(1) Among potential hovering locations for the UAVs,
which K locations should be chosen such that the sum of
the data rates of users is maximized, subject to that each
UAV has a limited service capacity. (2) How to ensure that
the communication network induced by the K UAVs at
the K identified locations is connected. (3) Consider that
the problem is NP-hard, developing an approximation algo-
rithm with a provable approximation ratio for the problem
is extremely difficult, as not only do we need finding the
K locations for the K UAVs to maximize the sum of user
data rates, but also we must ensure that the communication
network induced by the K UAVs is connected.

The novelty of this paper lies in not only incorporating
the service capacities of UAVs into consideration but also
proposing a performance-guaranteed approximation algo-
rithm to the connected maximum throughput problem in a
UAV network. Specifically, the proposed algorithm delivers

2

IL:/%JQ -approximate solution to the problem, which signif-

1-1/e
5(VEK4+1)
far by five times [17], where K is the number of UAVs, e is

the base of the natural logarithm.

The main contributions of this paper can be summarized
as follows. We first formulate a novel connected maximum
throughput problem for a UAV network that consists of
K UAVs. We then devise a 1&%}9‘ -approximation algorithm

a

icantly improves the best -approximate solution so

for the problem. Particularly, the approximation ratio of the
algorithm is only +— /¢ when K (=50) UAVs are deployed.
We finally evaluate the proposed algorithm performance via
simulation experiments. Experimental results show that the
algorithm is very promising. Especially, the sum of the data
rates of users served by the proposed algorithm is up to 12%
larger than those by existing algorithms.

The rest of this paper is organized as follows. Section [2]
reviews related work. Section[Blintroduces the system model
and defines the problem precisely. Section {4 proposes an
efficient algorithm for a subproblem of the connected max-
imum throughput problem that will serve as a subroutine
of the proposed approximation algorithm. Section 5| devises
an approximation algorithm for the problem, and Section [f]
analyzes the approximation ratio of the approximation algo-
rithm. Section [7] evaluates the performance of the proposed
algorithm via simulation experiments, and Section |8 con-
cludes this paper.

2 RELATED WORK

The utilization of UAVs as aerial base stations has attracted
a lot of attentions recently. For example, Zhao et al. [42]
proposed a distributed motion control algorithm to deploy
a fixed number K of UAVs to serve as many as users,
while guaranteeing the connectivity of the UAV network.
Liu et al. [20] designed an improved algorithm for a similar
problem, by adopting a deep reinforcement learning. Yang
et al. [36] studied a problem of scheduling multiple UAVs
to provide communications to users within a period in a
fair way, by using the deep reinforcement method, too.
Shi et al. [29] investigated a problem of finding the flying
tours of UAVs for a period so that the average UAV-to-
user pathloss is minimized. They decoupled the problem
into several local optimization subproblems, and solved the
subproblems independently. Selim et al. [28] proposed a
UAV network infrastructure, which consists of three types of
UAUVs: tethered backhaul UAVs that provide high capacity
backhauling, untethered communication UAVs that provide
communication service to ground users, and untethered
powering UAVs for charging communication UAVs. They
studied a problem of finding the placement locations of
UAVs such that the energy consumption of the UAVs is
minimized, where each user has a minimum data rate. Also,
Alzidaneen et al. [2] considered a network that consists of
UAVs and tethered balloons, where UAVs can communi-
cate with ground users while UAVs access the Internet by
directly communicating with the balloons. It can be seen
that the coverage area of the network is limited, since UAVs
must be within the communication range of the tethered
balloons. They studied a problem of finding the hovering
locations of UAVs, the association between UAVs and users,
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and the association between UAVs and balloons, such that
the sum of the data rates of all users is maximized. However,
most of these mentioned studies did not take the service
capacity of each UAV into consideration, and assumed that
a UAV can serve all users in its communication range. On
the other hand, it is not uncommon that both the computa-
tion and communication capabilities of a UAV are limited,
due to various constraints on its size, weight, and power
supply [7Z], [8]. In this paper, we assumed that each UAV
can provide communication services to limited numbers of
users simultaneously.

On the other hand, there are several studies on max-
imizing submodular functions subject to the connectivity
constraint. For example, Kuo et al. [17] considered the
problem of deploying K wireless routers in a network
such that a submodular function of the deployed routers
is maximized, subject to the connectivity constraint that
the subnetwork induced by the K routers is connected.
They proposed a E)(l\}i}m-approximation algorithm, which
is inferior to the approximation ratio t:/lﬁ/j
obtained in this paper, where e is the base of the natural
logarithm. Khuller et al. [15], [16] studied a problem of
choosing K nodes in a network so that a special submodular
function of the chosen nodes is maximized, subject to the
connectivity constraint, where f is a special submodular if
(i) f is submodular; and (ii) f(AU B) = f(A) + f(B) if
N(A)NN(B) =( forany A, B C V,and N(X) denotes the
neighborhood of a set X, including X itself. They designed
a 17112/ ©-approximation algorithm. However, the objective
function of the problem considered in this paper may not
be a special submodular function. In addition, Huang et
al. [12] investigated the problem of placing K sensors to
monitor targets so that the number of targets covered by
the K sensors is maximized and the network formed by the
K placed sensors is connected, where a target is covered
by a sensor if their Euclidean distance is no more than a
given sensing range 5, and two sensors can communicate
with each other if their Euclidean distance is no greater
than a given communication range R, and Ry < R.. They

of the algorithm

proposed a m-approximation algorithm, where
o = g"', and the ratio thus is between 1121&{ ¢ and 1_312/ =

as0 < o < 1. Yu et al. [37], [38] recently improved the ratio

to 8”%%. It can be seen that both the approximation
ratios 21 [12] and [37], [38] are 81;{)62 _ 1?218/6’ when

a = 7= = 1, which indicates that the performance of
the solutions delivered by the both algorithms may be far
from the optimal solution. Therefore, the both algorithms
in [12] and [37], [38] are applicable to the case with many
to-be-placed sensors, i.e., the value of K is very large,
e.g., K = 10,000. Notice that there are usually tens or
hundreds of UAVs to-be-deployed in a real UAV network,

and the approximation ratio 1&%/7 in this case is much
larger than 154", For example, {7t = 15t > 15,

when K (= 100) UAVs are to be deployed.
1-1/e_
VK]

in this paper are motivated by the

Although the proposed approximation algorithm
1-1/e
5(VEK+1)
algorithm in [17], the main technical differences between

-approximation
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them are twofold. (i) One difference is that the algorithm
in [17] shows that a tree T™ that covers the optimal K
location nodes can be decomposed into 5(vK + 1) subtrees
T, T, ..., Ts(\/FH) so that the number of nodes in each

subtree is no more than |\/K|. Then, there must be one
subtree, say T}, among the 5(1v/K + 1) subtrees such that the
sum of the data rates of users served by UAVs deployed at
the location nodes in the subtree is no less than ———

5(VEK+1)
of the sum of the data rates for the optimal tree T™. In
contrast, in this paper we show that the tree 7™ can be
decomposed into |/K | subtrees 7, TF ... ’TL#\&/F I such
that the number of nodes in each subtree is no greater than
2|VK |, see Lemma [3] in Section It thus can be seen
that there must be one subtree, say T}, among the [VK |
subtrees, such that the sum of the data rates of users served
by UAVs at the location nodes in Tl# is no less than L\/lﬁ ] of
the sum of the data rates for the optimal tree T"*. It must be
mentioned that the number 2| /K | of nodes in Tl# is much
larger than the number |v/K | of nodes in 7.

(ii) The other difference is that the algorithm in [17] finds
a (1 — 1/e)-approximate tree T} of Tj with | /K | nodes, by
observing that, for any node v in 7}, the minimum number
of hops between any node u in T; and v is no greater than
| VK | —1, where e is the base of the natural logarithm. Then,

T/isa E)(l\}i;fl)—approximate solution. Contrarily, we find a

(1 — 1/e)-approximate tree T} of Tz# with 2| VK | nodes,
by showing that there is a special node v’ in Tl# such that
the sum of the minimum numbers of hops between nodes
in Tl# \ {v'} and v’ is no greater than K — 1, see Lemma

in Section[6.2| Then, T} is a t;%j -approximate solution.

We also note that Cadena et al. [6] proposed a

1-1/e . . .
sR@—D/@a—n -approximation algorithm for the problem of
finding K connected nodes in a metric graph, such that
a submodular function is maximized, where d is the dou-
bling dimension of the graph. The proposed algorithm in
this paper exhibits some advantages over the one in [6]
as follows. First, the approximation ratio 1=1e of the
proposed algorithm is better than the approximation ratio

1-1/e . . . C .
sra-n/ea of the algorithm in practical applications. In
a two dimensional Euclidean space, the doubling dimen-
sion d is log, 7 = 2.8 [34]. Then, £ = 0.39 and the
approximation ratio of the algorithm by Cadena et al. [6]

. 1-1/e _1-1/e .
IS =7=@—n/ma—1y = 5xos- 1t can be seen that the approxi-

mation ratio 17\/%8 in this paper is larger than 51];% when
K < 5o = 2,257,549. In a UAV network, there are
only tens of, or hundreds of to-be-deployed UAVs. On the

other hand, the ratio ‘—L¢ 1-1/e

is smaller than 51(% when
K > 2,257,549. However, it is unlikely to deploy more
than two million UAVs.

Second, the algorithm of Cadena et al. [6] is only applica-
ble to metric graphs, in which the value of the doubling
dimension d is small. For a non-metric graph, the value
of d may be very large. In this case, the approximation

. 1-1/e 1-1/e _ 1-1/e
ratio c=m—n/@a—y approaches to =5 = , when d
is very large. On the other hand, the proposed algorithm
in this paper is applicable to non-metric graphs and its

approximation ratio 17\/%6 still holds.
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3 PRELIMINARIES

In this section, we first introduce the system and channel
models, then define the problem.

3.1 System model

When a disaster (e.g., an earthquake or a flooding) occurs,
the communication and transportation infrastructures may
have been destroyed. To rescue the people trapped in the
disaster area, it is urgent to have temporarily emergent com-
munications to help them get out from there. A promising
solution is to deploy multiple UAVs to form a network.

Fig.[[[shows a UAV network in which four UAVs work as
base stations to provide communication services (e.g., LTE
or WiFi) to affected people in a disaster zone. Assume that
at least one of the UAVs serves as a gateway UAV, which
is connected to the Internet, with the help of an emergency
communication vehicle or satellites, see Fig.|1| It can be seen
that once a trapped people can communicate with a nearby
UAV using his smartphone, the people can send and receive
critical voice, video, and data to/from the rescue team, with
the help of the UAV network.

The disaster area can be treated as a 3D space with length
L, width W, and height H,e.g, L = W = 3 km and H =
500 m. Assume that there is a set U of n users uy, ua, ..., Uy
on the ground of the disaster area, i.e., U = {u1, ua, ..., un}.
We also assume that each user u; has a minimum data rate
requirement b% . e.g., bt . = 2kbps.

Denote by (x;, y;,0) the coordinate of a user u; with 1 <
17 < n. We assume that the locations of users are known,
which can be obtained by one of the following methods.

On one hand, user smartphones usually are equipped
with GPS modules, and each user can send his location
information to a UAV within the communication range of
his smart phone, when the UAV flies over the disaster area.
On the other hand, if users do not know their locations, since
most UAVs are equipped with GPS modules, a few UAVs
can fly over the disaster area and estimate user locations,
by first taking photos for users with their on-board cameras
(each photo is tagged with the location information where it
was taken), then inferring user locations by applying an ex-
isting target detection method [13]], [14]. In addition, if some
users are not in Line-of-Sight (LoS) of UAVs and thus cannot
be seen by the UAVs, the users can broadcast a probe request
with their wireless communication devices. The UAVs then
can estimate the locations of the users by the received radio
signal strength index (RSSI) measurements [9], [31]].

We consider the deployment of no more than K UAVs
to provide communication services (e.g., LTE or WiFi) to
affected users in a monitoring area. Each UAV £ is equipped
with a lightweight base station device and can act as an
aerial base station with 1 < k < K [8]]. Due to the constraint
on the payload of a UAV, e.g., the maximum payload a DJI
Matrice M300 RTK UAV is only 2.7 kg [22], the computation
capacity of the base station device mounted on the UAV is
very limited [7], [8], [25]. Denote by C' the service capacity of
each UAV, which means that a UAV can provide commu-
nication services to C users simultaneously, e.g., C' = 100
users.

We assume that all UAVs hover at the same altitude h,
which is the optimal altitude for the maximum coverage
from the sky [1l], [42], e.g., h = 300 m. It can be seen that

TABLE 1
Notation Table

U= {ui,u2,...,un} set of n ground users ui, uz, ..., un

bl in minimum data rate of a user u;

(zi, yi, 0) coordinate of user u; with 1 <i<n

K number of UAVs

C service capacity of each UAV

By bandwidth of each user

L,W,H length, width, and height of the disaster
area

h hovering altitude of UAVs

0 side length of a square

m = % X % number of squares in the plane at alti-
tude h

V1, V2, .., Um center locations of the m squares

V ={vi,v2,...,0m} set of m potential UAV locations

Ruav transmission range between two UAVs

Ruyser transmission range between a user and
a UAV

di Euclidean distance between user u; and
the UAV at location v;

y; € {0,1} whether a UAV is deployed at location
Vs

x;; € {0,1} \Aﬁhether user u; is served by a UAV
deployed at location v;

T data rate of user u; from the UAV at v,

G=UUV,E) UAV network

S(CV) a set of UAV hovering locations

f(S) maximum sum of the data rates of users
served by the UAVs deployed at loca-
tions in S

M a maximum weighted matching in
graph G

T a minimum spanning tree in graph ¢

w(T) weighted sum of edges in tree T, i.e.,
w(T) = 3, e p wle)

there are infinite numbers of potential hovering locations
for the UAVs, which however makes their placements in-
tractable. For the sake of convenience, we here only consider
a finite number of potential hovering locations for the UAVs,
by dividing their hovering plane at altitude h into equal
size squares with side length 9, e.g., § = 50 meters. For
the sake of convenience, we assume that both length L and
width W are divisible by . Thus, the hovering plane of the
UAVs can be partitioned into m = % X % grids. We further
assume that each UAV hovers only at the center of a grid but
do not allow two or more UAVs to hover at the same grid
to avoid collisions [42]]. Denote by vy, vs, ..., v, the center
locations of the m grids. Let V' be the set of the m potential
hovering locations, ie., V' = {v1,vs,..., v }. Table [1] lists
the notations used in this paper.

3.2 Channel models

We consider both UAV-to-UAV and UAV-to-user channel
models as follows. UAV-to-UAV channels are mainly dom-
inated by Line-of-Sight (LoS) links, and can be modelled as
the free space path loss [1]. Denote by R, the commu-
nication range of a UAV, i.e., two UAVs can communicate
with each other if their Euclidean distance is no greater than
Ruav-

On the other hand, the UAV-to-user channel model is
more complicated, which must consider both LoS and NLoS
(Non-Line-of-Sight) links [1], [42]. Denote by PL%?S and
PL%LOS the average pathlosses of LoS and NLoS for a user
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u,; from UAV j, respectively. Following the work in [1], we
have

4 cdi i
leis |y, M

47chdz‘,j
(&

LoS
PL;j 201og;,

PLYF® = 20logy, + NN LoS, )

where f. is the radio frequency, d;; is the Euclidean
distance between user u; and UAV j, c is the speed of
light, nr0s and nnr.g are the average shadow fadings for
LoS and NLoS links, respectively, and the value of the pair
(MLos> NN Los) is (0.1 dB, 21 dB), (1 dB, 20 dB), (1.6 dB,
23 dB), (2.3 dB, 34 dB) for suburban, urban, dense urban,

and highrise urban environments, respectively.

Let P, (in dB) and g; (in dB) be the signal transmission
power and antenna gain of each UAV, respectively. Then,
the LoS signal-to-noise ratio (SNR) and the NLoS SNR for
user u; from UAV j are

Pt+9t—PL7,L,§'S—PN

SNRISS = 107 1w )
Pt+gt7PL£\y’.L057PN
SNRNEeS = 107w, ()

respectively, where Py (in dB) is the noise power [36].
Denote by pl?% and pﬁvf‘)s the probabilities of an LoS
link and an NLO§ link between user u; and UAV j, respec-
tively, where pé\ijOS + pfjs = 1, and the value of probability
pfjs depends on the UAV altitude h and the horizontal
distance between user u; and UAV j [1]]. Then, the expected

data rate 7; ; of user u; served by UAV j is

rig = preS By logy(1+SNRISS) +
% By, -log,(1+ SNRY %) 5)
where B,, is the wireless channel bandwidth [36].
Denote by R, the communication range between a
UAV and a user [1]. Note that R, ., usually is smaller than
Rav [20].

3.3 Spectrum allocations

To provide communication service to multiple users at the
same time, we assume that the OFDMA technique is used by
the UAV. Denote by By sy the spectrum segment available
for each UAV. Following the LTE standard [27], the spectrum
segment used by a base station is one value among the 1.4, 3,
5, 10, 15, and 20 MHz. In this paper, we adopt that By 4y =
20 MHz [27]. To ensure fair sharing of the communication
bandwidth among the users, assume that each user uses the
same amount of bandwidth B,,, e.g., B,, = 180 kHz [27], and
at most C' = 100 users can access the UAV at the same time,
since an resource block is the minimum unit of transmission
and is 180 kHz wide [27] (notice that 20 M Hz — 180 kH z x
100 = 2 M H~z in the total 20 MHz bandwidth cannot be
used).

Since some users may be within the transmission ranges
of multiple UAVs, to reduce the interference of such users,
two adjacent UAVs can be allocated with different spectrum
segments [27]. On the other hand, to reuse the frequency as
efficiently as possible, the same spectrum segment can be
reused by two UAVs if they are far away from each other.
Note that the problem of allocating the minimum number of
spectrum segments is equivalent to the vertex coloring prob-
lem in graphs [5]]. Specifically, a graph Gepectrum = (S; Es)

5

is first constructed, where S the hovering locations of the
K UAVs, and there is an edge (v;,v;) in E, between two
locations v; and v, if their Euclidean distance d; ; is no more
than twice the communication range R, ., of a ground user,
ie., di; < 2Ryser. The vertex coloring problem in Gpectrum
is to use the minimum number of colors to color vertices in
the graph, such that no two adjacent vertices are colored
with the same color. The vertex coloring problem however
is NP-hard, and the algorithm in [5] can be applied to find
an approximate solution to the problem in polynomial time.

3.4 Problem definition

We use an undirected graph G = (U UV, E) to represent
the UAV network, where U is the set of users on the ground
of the monitoring area, V' is the set of potential hovering
locations of UAVs at altitude h. There is an edge (u;, v;) in E
between a user u; and a hovering location v, if the Euclidean
distance between them is no greater than R,s.,, and there
is an edge (v;,vy) in E between two hovering locations v,
and vy, if their distance is no more than R,,.. Notice that the
number of available UAVs just after a disaster may be very
limited and thus they may not be able to serve all users.
In addition, it usually takes time, e.g., one or two days, to
purchase new UAVs and install base station devices for res-
cuing. However, it is very urgent to provide communication
services to users. Then, an important problem is to serve as
many users as possible by the available UAVs.

In this paper we consider the connected maximum through-
put problem in G, which is to choose no more than K
hovering locations among all potential hovering locations in
V for placing the UAVs, such that the network throughput,
i.e., the sum of the data rates of users served by the deployed
UAVs, is maximized, subject to that (i) each user u; € U can
be served by at most one UAV within its communication
range R, ser; (ii) the data rate of user u; is no less than its
minimum data rate b,;,, if user u; is served by a UAV; (iii)
the number of users served by each UAV is no more than
its service capacity C; and (iv) the communication network
induced by the deployed UAVs is connected.

The connected maximum throughput problem can also
be formulated by an Integer Programming as follows.

We use a binary variable z;; to indicate whether user
u; is associated with a UAV at hovering location vj, ie.,
235 = 1 if u; is associated with v;; otherwise, z;; = 0. We
use another binary variable y; to indicate whether there is
a UAV deployed at location v, ie., y; = 1 if a UAV is
deployed at location at v;; otherwise, 3; = 0. The problem

then is to
max 3> i Ti, (6)

subject to the following constraints.

dowi <Cryj Wy EV @

i=1

S w21, if1< > Yy <K-1,¥SCV (8
(vj,vg)€a(S) v; €S

>y <K, 9

v; €V

m

> (riy

Jj=1

—bhin)Tij > 0, Yu; €U (10)
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day <1, Vu €U (11)
v EV

zi; =0, ifdij > Ruser, Vu; €U, Yv; €V (12)
Tij € {0, 1}, Y; € {0, 1}, Yu; € U, Yv; €V, (13)

where Constraint (7) ensures that the number of users
served by each UAV is no more than its service capacity
C'. Constraint indicates that the UAV communication
network is connected. That is, for any proper subset S of
V, if the number of deployed UAVs in S is between 1 and
K -1 (e, 1< ijes y; < K — 1), then there must
be a UAV deployed at a location v; in S (ie, y; = 1)
and another UAV at a location v in V' \ S (ie, yp = 1),
such that they can communicate with each other, where
o(S) is the set of edges having exactly one endpoint in S.
Constraint (9) implies that no more than K UAVs will be
deployed. Constraint shows that the data rate of each
user u; is no less than its required minimum data rate b}, ,,, if
it is served. Constraint ensures that each user u; can be
served by no more than one UAV. Constraint indicates
that user u; cannot be served by any UAV at location v;
outside of its communication range R,s.,, and d;; is the
Euclidean distance between u; and v;.

To deal with the defined connected maximum through-
put problem, we here define another problem: the maximum
assignment problem, which will serve as an important sub-
routine for the original problem. Given a subset S C V
of hovering locations with |S| < K such that a UAV has
already been deployed at each location in .S, the problem
is how to assign users in U to the UAVs at locations in S
so that the sum of the data rates of users is maximized,
subject to the service capacity C' on each UAV and the
minimum data rate b’ of each user u;. Notice that the
subnetwork induced by the |S| UAVs of the maximum
assignment problem may not necessarily be connected. For
any subset S C V, denote by f(.S) the maximum sum of the
data rates of users served by UAVs deployed at locations in
S.

3.5 Submodular functions

Let V be a set of finite elements and f a function with f :
2V — R29, For any two subsets A and B of V with A C B
and any element v € V' \ B, f is submodular if f(AU {v}) —
f(A) > f(BU{v})—f(B) [32], and f is monotone submodular

if f(A) < f(B).

4 OPTIMAL ALGORITHM FOR THE MAXIMUM AS-
SIGNMENT PROBLEM

In this section, we propose an exact algorithm for the max-
imum assignment problem, which calculates the maximum
sum f(S) of data rates of users served by UAVs at locations
in a given subset S C V, assuming that a UAV has already
been deployed at each location in S. This algorithm will
serve as a subroutine for the connected maximum through-
put problem later. We also show an important property of
function f(.9), that is, f(.9) is nondecreasing and submodu-
lar. This property is a cornerstone of the proposed algorithm
for the connected maximum throughput problem later.

4.1 An optimal algorithm for calculating f(.5)

The basic idea behind the algorithm is to reduce the problem
to the maximum weighted matching problem in an auxiliary
bipartite graph, and an optimal matching to the problem in
the auxiliary graph in turn returns an optimal solution to
the maximum assignment problem.

An auxiliary bipartite graph Gg = (UUS’, Eg;p : Eg —
RZO) is constructed, where U is the set of users, there are
C' ‘virtual’ hovering locations v, 1,v;2,...,v;¢ in S’ for
each real location v; € S, and C' is the service capacity
of each UAV. There is an edge (u;,v;;) in Eg between a
user u; and each virtual location v;; with 1 <[ < C' if the
Euclidean distance between user u; and v; is no more than
the communication range Rys., of user u;, ie., d; j < Ryser,
and the data rate r; ; is no less than the minimum data rate
bl im of user u;, ie., r; ; > b . . Finally, the weight p(u;, vj ;)
of edge (u;,v;,) is the data rate ; ; of user u; if u; is served
by a UAV at v;. Fig. |2| illustrates such a graph Gs with
C=2.

uy V.2

edges in matching M
- - - - edges not in matching M

Fig. 2. An illustration of the construction of graph Gs, where the
service capacity of each UAV is C' = 2, and users u1, uz, and uq
are matched in the maximum weighted matching M.

Having constructed graph Gg, a maximum weighted
matching M in G'g then is found, by applying an algorithm
in [11]], where M is a matching in G g such that the weighted
sum of edges in M, ie., Y ., p(e), is maximized. Fig. [2]
shows such a maximum weighted matching M. A solution
to the maximum assignment problem is obtained from the
matching, where a user u; is assigned to the UAV at v; if u;
is matched to a virtual node v;; in M. For example, it can
be seen from Fig. [2| that both users u; and u, are assigned
to vy, and uy is assigned to vo. However, us is not assigned
to any one. Then, the sum of the data rates of users served
by UAVs is equal to the weighted sum p(M) of edges in
matching M, ie., p(M) = 3.y p(e).

The algorithm for the maximum assignment problem is
presented in Algorithmll}

4.2 Algorithm analysis

Lemma 1. Given a UAV network G = (U UV, E), a subset
S C V of hovering locations with a UAV deployed
at each location in S, and the service capacity C' of
each UAV, there is an algorithm, Algorithm|l} for the
maximum assignment problem in G, which delivers an
optimal solution in time O((KC + n)?log(KC + n)),
where K = |S| and n = |U|.

Proof: It can be seen that the value of the optimal
solution to the maximum assignment problem in G is equal
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Algorithm 1 Algorithm for the maximum assignment problem

Input: a set U of users, a set S of hovering locations with a
UAV at each location, and the service capacity C' of each
UAV

Output: An optimal solution to the maximum assignment
problem

1: Construct an auxiliary bipartite graph Gs = (UUS’, Es;p:
Es — R="), where there is an edge (ui,v;,) in Es between
a user u; and each virtual location v;; with 1 <1 < C, if the
Euclidean distance between user u; and v; is no more than
the communication range Ruser of user u; and the data rate
5,5 1S no less than the minimum data rate b,,;,, of user u;,
and p(us, v;,) is the data rate r; ; of user u; by the UAV at
Vj;

2: Find an optimal maximum weighted matching M in G's, by
invoking the algorithm in [11];

3: For each user u; € U, assign it to the UAV at v; if u; is
matched to a virtual node v;; in M.

to the weighted sum of the edges of the maximum weighted
matching M in Gg [11]]. Since the algorithm in [11] delivers a
maximum weighted matching in G's, Algorithm[l|delivers
an optimal solution.

We analyze the time complexity of Algorithm[I} Denote
by ng and mg the number of nodes and edges in Gg,
respectively. Following the construction of G g, it can be seen
that ng = KC 4+ n and mg = O(Cn), since the number
of UAVs within the communication range of each user is
limited. Since the time complexity of the algorithm in [11] is

O(n%logng +ngmg), the time complexity of Algorithm

is O((KC+n)?log(KC+n)+(KC+n)O(Cn)) = O((KC+
n)?log(KC +n)), since C = O(log(KC + n)). The lemma
then follows. O

4.3 Submodularity of function f(.5)

Lemma 2. Given any subset S of V, let f(5) be the maxi-
mum sum of the data rates of users served by the UAVs
at the hovering locations in S, which can be calculated
by Algorithmll] Then, function f(S) is nondecreasing
and submodular.

Proof: The proof is contained in the supplementary
file. O

5 APPROXIMATION ALGORITHM FOR THE CON-
NECTED MAXIMUM THROUGHPUT PROBLEM

In this section, we study the connected maximum through-

put problem. We first provide the basic idea of the pro-
1-1/e_
. LVE]

approximation algorithm for the problem, where e is the

base of the natural logarithm and K is the number of UAVs.

posed approximation algorithm. We then devise a

5.1 Basic idea

The basic idea behind the proposed algorithm is as follows.
Given any location v; € V, the algorithm first identifies
a subset V; of hovering locations around v;, such that the
sum of the data rates of users served by the UAVs at the
identified locations is maximized, while ensuring that the
sum of shortest distances between v; and nodes in Vj is
no more than K — 1, where the shortest distance between
v; and a node v € Vj is the minimum number of hops

7

between them in G. Since the subnetwork induced by nodes
in V; U {v,} may not be connected, ensuring these nodes to
be connected is done through adding relaying nodes among
them while keeping the number of nodes in the resulting
connected component is no greater than K.

5.2 Approximation algorithm

For each hovering location v; € V, the algorithm finds a set
S’ of K location nodes such that the induced graph G[S]]
of G by the nodes in S is connected, where v; is contained
in S}. The solution to the connected maximum throughput
problem then is such a set S}. that the sum of the data rates
of users served by the UAVs deployed at locations in S7.
is maximized, i.e., j* = arg maxi<j<m{f(S5})}, where m is
the number of hovering locations in V. In the following, we
show how to find set .S’ for each v; € V.

For each hovering location v; € V, we first find the
shortest distance dj ; (in terms of numbers of hops) in G
between v; and each hovering location v;, in V' \ {v;}, by
applying a Breadth-First-Search starting from v;.

We then consider a constrained maximum throughput prob-
lem, which is to find a subset V} of V' \ {v;} such that the
sum of the data rates of users served by the UAVs deployed
at the locations in V; U {v;} is maximized, subject to that
the sum of the shortest distances between the nodes in V;
and v; is no greater than K — 1, i.e., kaevj dp; <K -1,
where d ; is the minimum number of hops between a
node v € V; and v; in G. We later show that this prob-
lem can be cast as a submodular function maximization
problem subject to a knapsack constraint. Then, we can
find a (1 — 1/e)-approximate solution V; to the constrained
maximum throughput problem, by applying the algorithm
in [32]], where e is the base of the natural logarithm. Let
Vi =V; U{v;}, see Fig. a).

Notice that the induced graph G[V]] of G by the nodes
in V/ may not be connected. The rest is to find a connected
subgraph G of G, such that the nodes in V} are contained
in G; and G contains no more than K nodes.

A graph G = (V],E}) is first constructed from set
Vj’ , where there is an edge (vg,v;) in E; between any
two nodes v, and v; in Vj’, and its edge weight w(v, v;)
is the minimum number of hops between them in G. A
minimum spanning tree (MST) 7T in G, is then found,
see Fig. B[b). There is an important property, that is, the
weighted sum of the edges in 77/ is no greater than K — 1,
e, w(T}) = X, oyer Wk, 1) < K — 1, which will be
shown later. Denote by Jnj the number of nodes in tree 77.
Then, there are (n; — 1) edges in T}/. For each edge (v, v;) in
tree T}, there is a corresponding shortest path P ; in graph
G between nodes vy, and v;. A connected subgraph G; of G
then can be obtained from T](, which is the union of the
(nj — 1) shortest paths in G, i.e., G = {Py1 | (vi,v1) € T} }.
For example, Fig. [3(c) shows a graph G constructed from
the tree T]f in Fig. b), where P, ; = v; —v3 — v; and
P12 = v1 — vy. Following the construction of Gj, it can
be seen that the number of edges in GG; is no more than
the weighted sum w(77) of the edges in 77, as the weight
w(vy,v;) of each edge (vy,v;) in T is the shortest distance
between nodes v;, and v; in G. The number of nodes in G
thus is no more than w(7}) +1 < K — 1 +1 = K, since G
is connected.
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dyj=242=4=K-1

(c) graph G;, where S; is the set of
nodes in G;

(d) nodes in set S’, which is
obtained by adding node vs
to S;

Fig. 3. An illustration of the execution of the approximation algorithm, where K = 5.

Denote by S; the node set of graph G;. Then, |S;| < K.
We construct a set S} that contains no more than K nodes
and the nodes in S; are contained in S} as well. If [S;| = K,
then % = §;. Otherwise (|5;| < K), let S} = 5; initially.
We add nodes to S’ one by one until S} contains exactly
K nodes or the marginal gain of adding any node is zero,
such that each added node has the maximum marginal gain,
subject to that the node is connected with a node already in
S ; For example, Fig. d) shows that node v5 is added to S ;
and |57 = K = 5.

It can be seen that the induced subgraph G[S}] by the
nodes in set S’ is connected.

The algorithm for the problem is presented in

Algorithm[)

5.3 Redeployment of UAVs with user mobility

Users may move around in the disaster area. It can be seen
that an optimal deployment of the UAVs may become sub-
optimal after a period of time, due to users mobility. In
this case, we invoke the proposed algorithm to calculate the
updated optimal deployment locations of the K UAVs every
time slot, e.g., 2 minutes. At the beginning of each time slot,
we first calculate the new deployment locations of the UAVs
with the most recent location information of users, by invok-
ing the proposed algorithm. taken by the on-board cameras
of the UAVs [13], [14]. If the network throughput under the
previous UAV deployment locations is only slightly worse
than that under this new UAV deployment locations, e.g.,
no more than 5% smaller, the KX UAVs do not fly to their
new deployment locations, since frequent redeployments
of UAVs consume large amounts of energy. Otherwise (the
previous network throughput is at least 5% smaller than
the new network throughput), the UAVs fly to their new
locations.

5.4 The energy issue of UAVs

To provide uninterrupted communication services to users
in a disaster area for a critical period, e.g., within 72 hours,
we assume that the UAV communication network consists
of (1) K, e.g., 30, communication UAVs; (2) K,y 4y standby
communication UAVs; and (3) Kpattery standby UAV batter-
ies which can be simultaneously charged at a nearby service
center, where the cost of a UAV battery usually is much
cheaper than the cost of a UAV. When some communication
UAVs run out of energy, the standby UAVs first replace the

Algorithm 2 Approximation algorithm for the connected
maximum throughput problem (ApproAlg)

Input: a set U of users, a set V' of potential hovering locations,
and K UAVs with the service capacity C of each UAV

Output: A solution to the connected maximum throughput
problem

1: Let D be the maximum number between 2|/ K — 1| and

the largest odd number no more than |v4K — 3];

2: Let V' < 0; /* the set of hovering locations */

3: for each location v; € V do

4:  Calculate the shortest distance between each location in
V \ {v;} and v; in G, by using a Breadth-First-Search
starting from v;, where the cost of each edge is one;

5:  Find a set V; of locations for the constrained maximum
throughput problem, by invoking the algorithm in [32];

6: LetV/ =V;U{v;};

7. Construct a graph G = (V}, E’;), where there is an edge
(vk,u) € Ej between any two nodes vy and v; in V;, and
its edge weight w(vk, v;) is the minimum number of hops
between v, and v; in G;

8:  Find a Minimum Spanning Tree (MST) 7} in G;

9:  Construct a subgraph G; of G, where G; =
{Px, | (vg,v) € T;} and Py, is the shortest path in G
between nodes v, and v;. Let S; be the set of nodes in
G s

10:  Let S} = S; initially, and continue to add nodes in V' \ S;
to S until S} has K nodes, such that each added node
has the maximum positive marginal gain, subject to that
the node is connected to a node already in SJ’- ;

11:  if f(S;) > f(V') then

12: /* Find a better set of hovering locations */
13: Let V' + 5};

14:  end if

15: end for

16: Assign users in U to the UAVs at the hovering locations in
V' by invoking Algorithm

17: return the hovering locations in V' and the assignment of
users in U.

communication UAVs by flying to the service hovering loca-
tions of the communication UAVs, and the communication
UAUVs then return to the service center to replace their bat-
teries. The communication UAVs act as new standby UAVs
for later UAV replacements. The detached UAV batteries
can be recharged at the service center. By doing so, there
are always K communication UAVs deployed to provide
communication services to ground users. The calculations
of the number Ky 4y of standby communication UAVs and
the number Kjyqttery Of standby UAV batteries are contained
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in the supplementary file.

6 ANALYSIS OF THE APPROXIMATION ALGORITHM

In this section, we analyze the approximation ratio of the
proposed algorithm, Algorithm[2} for the connected max-
imum throughput problem. Denote by V* and OPT the
optimal solution and its value, respectively, i.e., OPT =
f(V*). Following the definition of the connected maximum
throughput problem, the induced graph G[V*] by the nodes
in V* is connected. It can be seen that there is a spanning
tree T in G[V*], assuming that the cost of each edge is
one. The roadmap of the approximation ratio analysis is as
follows.

We first show that tree 7' can be decomposed into
A subtrees T1,T5,...,TA such that the number of nodes
in each subtree is no more than D and A < [VK| in
Lemma 3| of Section where D be the maximum integer
between 2|/ K — 1] and the largest odd number no more
than |v/4K — 3]. Due to the submodularity of the objective
function by Lemma [2] in Section it can be seen that
there is a subtree, say 7;, among the A subtrees such that
the sum of the data rates of users served by the UAVs
in 7} is no less than i of that in the original tree 7, i.e.,

() > % = LT > %,Where f(r)=0PT.

We then prove that there is a node v; in 7; such that the
sum of the shortest distances between v; and the nodes in
T\ {v;} isno more than K —1, i.e., kaeTl\{vl} dpy < K-1,
see Lemma [ in Section Denote by V;* the optimal
solution to the constrained maximum throughput problem
with respect to node v;. It can be seen that the nodes
in T; \ {v;} form a feasible solution to the constrained
maximum throughput problem with respect to node v,
and thus f(7;) < f(V;* U {v}). Therefore, we obtain a
non-trivial upper bound on the optimal solution OPT, i.e.,
OPT < |VK| - f(T) < VK] - f(V;* U{u}), see Lemmal]
in Section

On the other hand, we are able to find a (1 — 1/e)-
approximate solution V; to the constrained maximum
throughput problem with respect to node v;, which implies
that f(ViU{u}) > (1-1/¢)- F(V;r Ufur}) > (1-1/e) OEL.
In addition, we can obtain a set S; of K nodes including
nodes in V; U {v;} such that the induced subgraph by S
in G is connected, since kaGW\{m} dpy < K — 1. Then,

f(S) = f(Viu{u}) > 1&%]’ -OPT, as f(.) is a nondecreas-

. . 11 . .
ing function. S; thus is a ] \/F/j -approximate solution to the

connected maximum throughput problem, see Theorem [I]in
Section 6.3

6.1

It can be seen that there are K — 1 edges in tree 7' since
|V*| = K.Let B= D—1, where D is the maximum number
between 2|/ K — 1] and the largest odd number no more
than | V4K — 3]. Following the work due to Xu et al. [35],
tree T' can be decomposed into A edge-disjoint subtrees

Bound the number of decomposed subtrees

T1,T5,...,Ta, such that the number of edges in each sub-
tree is no more than B, where A < L(é’iﬁj = LQ(KD_DJ .

Then, the number of nodes in each of the A subtrees is no
more than B+ 1= D.
We show that A < [V/K | by the following lemma.

9

Lemma 3. Given a tree T' with K nodes and K > 2, let
D be the maximum integer between 2|V K — 1] and
the largest odd number no more than |v/4K — 3]. Then,
tree T can be decomposed into A subtrees 11,1, ..., Ta

such that the number of nodes in each subtree is no more
than D and A < |VK]|.

Proof: The proof is contained in the supplementary
file. O

6.2 An upper bound on the optimal solution

In the following we provide a non-trivial upper bound on

the optimal solution to the connected maximum throughput

problem, which will be used in the approximation ratio
analysis.

For each subtree T; with 1 < [ < A, let P, be the
longest path in 7;, where the length of a path in 7 is the
number of edges in the path. Also, let v; be a middle node
of path Fj. For node v; € V, denote by V;* the optimal
solution to the constrained maximum throughput problem.
In the following, we first show that the sum of the shortest
distances between nodes in V(7}) \ {v;} and v; is no more
than K — 1. Then, V(T;) \ {v;} is a feasible solution to
the constrained maximum throughput problem. Therefore,
F(T) = F(TN o) U fud) < £V U{ud).

Lemma 4. Given any tree 1; in graph G' with no more
than D nodes, let P, be the longest path in T; and v,
be a middle node of path P;, where D is the maximum
integer between 2|/ K — 1| and the largest odd number
no more than |v4K — 3|. Then, the sum of the shortest
distances between nodes in V(T;) \ {v;} and v; in G is
no more than K — 1, i.e., kaeV(Tz)\{m} drpg <K —1.

Proof: The proof is contained in the supplementary

file. O
Lemma 5. Denote by V* and OPT the optimal solution
and its value of the connected maximum throughput

problem, i.e.,, OPT = f(V*). For each location v; € V,

denote by V" the optimal solution to the constrained

maximum throughput problem. Then, OPT < L\/R |-

mas,,ev {F(V; U {v;})}.

Proof: It can be verified that this claim holds when
K = 1. In the following, we assume that K > 2.

Recall that, by Lemma 3| tree T can be decomposed
into A edge-disjoint subtrees 71,75, ...,Ta, such that the
number of nodes in each subtree is no more than D and
A< L\/E |. In addition, for each subtree T; with 1 <1 < A,
let P, be the longest path in 7; and v; be a middle node
of path F;. For node v; € V, denote by V;* the optimal
solution to the constrained maximum throughput problem.
Recall that the sum of the shortest distances between nodes
in V(T7) \ {v} and v; is no more than K — 1, by Lemma 4]
Then, V(T;) \ {v;} is a feasible solution to the constrained
maximum throughput problem. Therefore,

M) = (VT \{w}) u{n})
< fru{u}) < ggg;{f(‘/j*u{vj})}- (14)

On the other hand, we have

OPT =

A
Fvr) < z:f(Tl)7 as f(.) is a submodular
=1
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= A max{/(V7 U {u;})}, by Ineq.

< VK] max{f(V; U{v;})}, by Lemmaf} (15)
The lemma then follows. O

6.3 The approximation ratio analysis

We finally analyze the approximation ratio of the proposed

algorithm by the following theorem.

Theorem 1. Given a UAV network G = (U U V,E) and
K UAVs with the service capacity constraint C' on
each UAV, there is a 1;lf/e—approximation algorithm,

Algorithm[2} for the connected maximum throughput
problem with a time complexity O(Km?3n? logn), where
e is the base of the natural logarithm, n = |U|, and
m = |V].

Proof: The feasibility of set V' is proved in in the
supplementary file. The rest is to analyze its approximation
ratio.

Following Lemma[2} the constrained maximum coverage
problem can be cast as a submodular function maximization
problem, subject to a knapsack constraint. Then, the algo-
rithm in [32] delivers a (1 — 1/e)-approximate solution V; to
the constrained maximum coverage problem with respect to
node vj, i.e.,

fV;Uu{o}) =2 (1 =1/e) - f(Vi U {u;}), Vo €V,

assuming that V" is the optimal solution.

Assume that v; = argmax,;ev{f(V] U {v;})}, ie,
F(Vru{u}) = max,, ev {f(V) U{v;})}, where 1 <1 <m
and m = |V].

Following Algorithm[2] a set S} of K nodes is found
such that the induced graph G[S]] is connected and the
nodes in V/(= V; U {v;}) are contained in G[S]]. We then
have

Fv)

(16)

max{f(5)} 2 f(51) 2 f(Viu{u})
as VU {w} C S/ and f(.) is nondecreasing
(1—1/e)- f(Vi" U{w}), by Ineq.
(1= 1/e) - max{ f(V; U {vs 1)}
1-1/e
VK]

v

-OPT, by Lemma 17)

The time complexity of Algorithm [2| is analyzed as
follows. The running time of Algorithm[2|is dominated by
Step |5, which finds a set V; of locations for the constrained
maximum throughput problem with respect to each node
v;, by invoking the algorithm in [32]. Notice that the al-
gorithm in [32] invokes O(Km?) times of Algorithm
Since the time complexity of is Algorithm(l|is O((KC +
n)?log(KC + n)) by Lemma [1} the time complexity of
AlgorithmPlis m-O(Km?)-O((KC+n)?log(KC+n)) =
O(Km3n?logn), since the maximum number K C of users
that can be served by K UAVs usually is in the order of
the number n of to-be-served users, i.e., KC = O(n). The
theorem then follows. O

7 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
algorithm.
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7.1 Experimental environment settings

We consider a disaster area in a 3 x 3 km? Euclidean
space [42]. Assume that there are from 500 to 3,000 users
located in the disaster area, and the human density fol-
lows the fat-tailed distribution, that is, most of people are
crowded at a few places, while a small portion of people are
sparsely distributed at rest places [30]. Also, assume that
the number K of to-be-deployed UAVs is from 10 to 50.
Then, the approximation ratio of the proposed algorithm

is at least 1;%7 = 1= /¢ following Theorem [1, where e is

the base of the natural logarithm. Furthermore, the service
capacity C of each UAV varies from 50 users to 300 users.
In addition, assume that the K UAVs hover at an altitude
h = 300 m [I]. The communication range between two
UAVs is R4, = 600 m, whereas the communication range
between a UAV and a ground user is 25, = 500 m [42].

The transmission power P; of each UAV is -6 dB, the
antenna gain g; is 5 dB, and the noise power Py is -
105 dB [36]. Also, the transmission bandwidth B, is 180
kHz, radio frequency f. is 2.5 GHz, and speed c of light
is 3 x 10® m/s. We consider an urban environment. Then,
the average shadow fadings for LoS and NLoS links are
NLos = 1 dB and nnr.s = 20 dB, respectively [1]. Finally,
the LoS probability pfjs of a user u; served by a UAV at
location v; is piLjS :. W_b@_a)), where a = 9.611725,
b = 0.158062, and 0 is the elevation angle of user u; for the
UAV deployed at v; at altitude A [1].

To evaluate the algorithm performance, we compare
with three state-of-the-art algorithms as follows. (i) Algo-
rithm MotionCtrl [42] delivers a motion control solution
to deploy K UAVs to serve as many user as possible, while
guaranteeing the UAV network connectivity. (ii) Algorithm

. 1-1/e . .
McCs [17] finds a m-apprommate solution to a prob-

lem of placing K wireless routers so that the value of a
generalized submodular function over the placed routers
is maximized, subject to the connectivity constraint. (iii)
Algorithm GreedyLabel [15] first assigns a profit for each
node in a greedy strategy, then finds a connected subgraph
with K nodes such that the profit sum of the nodes is
maximized. All algorithms are implemented by the pro-
gramming language C. All experiments are performed on
a powerful server, which contains an Intel(R) Core(TM) i9-
9900K CPU with 8 cores and each core having a maximum
turbo frequency of 5 GHz, and 32 GB RAM. Notice that
parallel computing is used. The value in each figure is the
average of the results out of 200 problem instances with the
same network size.

7.2 Algorithm Performance

We first evaluated the algorithm performance by increas-
ing the number n of users from 500 to 3,000, when
there are K = 30 UAVs in the network. Fig. f{a) shows
that the network throughput by algorithm ApproAlg is
about from 10% to 12% larger than those by algorithms
MotionCtrl, MCS, and GreedyLabel. For example, the
network throughput by the four algorithms ApproAlg,
MotionCtrl, MCS, and GreedyLabel are 25.6, 17.1, 23.1,
and 18.4 Gbps, respectively when there are 3,000 users in the
disaster area. Fig. [#{a) also demonstrates that the network
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Fig. 5. The performance of different algorithms by varying the
number of UAVs K from 10 to 50, when n = 3,000 users.

Network throughput (Gbps)

throughput by each of the four algorithms becomes larger
where there are more users in the network. Fig. fb) plots
the average amount of energy consumed by the K UAVs
for flying from the service center in the disaster area to
their service hovering locations, from which it can be seen
that the average UAV flying energy consumption by each
algorithm slightly becomes larger, as the K UAVs need to
be more sparsely deployed in a larger network, which incurs
a longer flying distance. Fig. fc) illustrates the running
times of the four comparison algorithms. It can be seen
that the running time of algorithm ApproAlg is around
five seconds, which is longer than those of the other three
mentioned algorithms. Notice that such a short delay of a
few seconds by algorithm ApproAlg is acceptable in real
UAV networks, as the network throughput by the algorithm
is up to 12% larger than those by the other three algorithms.
We then studied the algorithm performance by varying
the number K of UAVs from 10 to 50 when there are
n = 3,000 users. Fig.[p|plots that the network throughput by
each algorithm increases with more UAV deployments, as
more users can be served. In addition, the network through-
put by algorithm ApproAlg is from 5% to 11% higher
than those by the other three algorithms. For example,
the network throughput by the four algorithms Approalg,
MotionCtrl, MCS, and GreedyLabel are 30.8, 20, 28.1,
and 21.9 Gbps, respectively, when there are K = 40 UAVs.
We thirdly investigated the performance of various algo-
rithms by varying the service capacity C of each UAV from
50 users to 300 users when there are n = 3,000 users and
K = 30 UAVs in the monitoring area. Fig. [| demonstrates
that the network throughput by each of the four algorithms
increases with the growth of the service capacity C, as less

Network throughput (Gbps)
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Fig. 6. The performance of different algorithms by increasing the
service capacity C of each UAV from 50 users to 300 users,
when there are n = 3,000 users and K = 30 UAVs.
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Fig. 7. The performance of different algorithms by varying the

UAV communication range Ruq. from 500 m to 1,000 m while
fixing Ryser =500 m, when n = 3,000, K = 30 and C' = 100.

500

numbers of UAVs are needed to serve the users in places
with high human densities and more UAVs thus can be
used to serve the users in other places. Fig. [f] shows that
the network throughput by each algorithm only slightly
increases when the service capacity C' of each UAV is larger
than 150 users, as there are a small portion of users located at
other locations in the monitoring area, which needs several
relaying UAVs to serve them [15], [21].

We finally evaluated the algorithm performance by in-
creasing the UAV communication range 2,4, from 500 m to
1,000 m while fixing the user communication range Rser
at 500 m, when n = 3,000, K = 30 and C' = 100.
Fig. [7] demonstrates that the network throughput by each
of the four algorithms ApproAlg, MotionCtrl, MCS, and
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GreedyLabel increases with the growth of the UAV com-
munication range R,,,. The rationale behind the phe-
nomenon is that less numbers of relaying UAVs are needed
when the UAV communication range Ry, is larger, and
more UAVs thus can be used to serve users, thereby
bringing about higher throughput. Fig. [/| also shows the
difference between the network throughput by algorithms
ApproAlg, MotionCtrl, MCS, and GreedyLabel. For ex-
ample, the network throughput by algorithm Approalg is
about 15% larger than that by algorithm MCS when the UAV
communication range R,q, is 500 m, while the network
throughput by algorithm ApproAlg is only about 2.7%
higher than that by algorithm MCS when R,,,, =1,000 m.

8 CONCLUSIONS

In this paper, we studied the problem of deploying a com-
munication network that consists of K UAVs to provide
temporarily emergent communications to people trapped in
a disaster area. Under the assumption that the service ca-
pacity of each UAV is limited, and each of them only serves
limited numbers of users, we investigated the problem of
deploying K UAVs as aerial base stations in the top of a
disaster area, such that the sum of the data rates of users
served by the UAVs is maximized, subject to that (i) the
number of users served by each UAV is no greater than
its service capacity, and (ii) the communication network
induced by the K UAVs is connected. We devised a novel

IL;%JE -approximation algorithm for the problem, where e

is the base of the natural logarithm. We also evaluated
the algorithm performance via simulation experiments. Ex-
perimental results showed that the proposed algorithm is
very promising. Especially, the network throughput by the
proposed algorithm is up to 12% higher than those by
existing algorithms.
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