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Abstract—Ultra-dense cellular networks are emerging as one
key characteristic of 5G wireless networks. In this context,
frequency reuse is a fundamental technology enabler for efficient
utilization of limited spectrum resources. In this paper, we investi-
gate the in-band Full-Duplex (FD) self-backhauling architecture,
in which Base Stations (BSs) operate on the same spectrum used
by the users to access the network for backhauling purposes. In
such a scenario, both cross-tier interference and self-interference
due to the FD scheme at the BS should be taken into considera-
tion. Apart from the frequency reuse, the network densification
comes with the challenge of proper backhaul provisioning. In
this paper, we propose a power allocation strategy for both the
backhaul and access network such that the sum-rate is maximized
and specifically tailored to tackle backhaul congestion.

Index Terms—TFull-duplex; in-band; power allocation; self-
backhauling.

I. INTRODUCTION

Base Station (BS) densification has been proposed as an
effective methodology to meet the requirements of the up-
coming 5G wireless networks [1]. The upsurge in BS deploy-
ments would in turn require advanced backhauling infrastruc-
ture able to manage the expected high traffic flows. For ultra-
dense deployment, in-band self-backhauling has emerged as an
important enabler to balance cost in environments with scarce
frequency resources [2]. In-band self-backhauling refers to the
technique of leveraging the use of the spectrum utilized by
the Radio Access Network (RAN) simultaneously for both the
access and backhaul links.

In-band self-backhauling assumes the use of Full-Duplex
(FD) technology at the BS in order to allow transmission and
reception via the same spectrum [3]. FD has been recently con-
sidered as a viable technology thanks to the recent advances in
antenna and circuit design [4]. Preliminary results have shown
that FD has strong potential to increase the spectral efficiency
of future wireless networks [5]. In our proposed scheme, we
assume the BS to be equipped with a large antenna array able
to do beam steering to serve different users at the same time.
Beamforming not only mitigates the multi-user interference
but it also reduces the self-interference, which is caused by
leakage of the transmitted signal to the receiver chain.

In the considered scenario, mitigation of the interference
between the access and the backhaul part of the network and
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Fig. 1: Considered in-band self-backhauling scenario.

efficient allocation of transmitted power is of great signifi-
cance. In particular, there are two types of interference to be
considered, as depicted in Fig. 1: 1) Cross-tier interference
caused by the transmission of the backhaul station and received
at the user terminals, and 2) self-interference due to FD.

The interference between the backhaul and the access net-
works of in-band FD self-backhaul is a major limiting factor
to the overall system throughput which can be alleviated using
proper power allocation schemes [6]-[10].

In [6], a price-based resource allocation problem in a self-
backhauled small cell access point is investigated. Imperfect
FD is considered but only the access links’ transmitted powers
are taken into account in the optimization problem. Moreover,
scheduling is considered to serve the users.

The effect of FD on resource allocation in two-tier networks
is studied in [7], and a solution is proposed for the power allo-
cation problem that maximizes the downlink channel capacity.
However, [7] considers a single cell network that provides
access via a single BS together with a femtocell access point,
both sharing the same spectral resources. A similar scenario is
considered in [8], where a self-backhauling two-tier network
consisting of one macro-BS with multiple antennas and BS
with single antenna is considered, where both macro-BS and
BS serve users simultaneously.

Although extensive research has been conducted in this
area, none of them have focused on power allocation of both
backhaul and access links, taking into account the interference
associated with in-band FD self-backhauling together with the
aggregate access traffic and the backhaul capacity limit. As
highlighted in [11], backhaul has become a bottleneck for
cellular systems, since most of the existing backhaul links
have lower capacity and often cannot satisfy the aggregated
rate requirements. In this context, the most relevant works
are [9], [10]. Both [9], [10], consider the power allocation
of a self-backhauling in-band FD access node with massive
antenna arrays taking into account the backhaul capacity.



While [9] focuses on maximization of user sum-rates, [10]
considered minimization of transmit power subject to user
rate requirements. However, the backhaul transmit power is
assumed fixed and not considered in the power allocation
problem.

Unlike [9], [10], in this paper we formulate the power
allocation for both backhaul and access part of the network
for an in-band FD self-backhauling scenario focusing on the
downlink sum-rate maximizatiom. Moreover, we take into
account the backhaul capacity so that power resources are not
wasted to increase the access rate if the backhaul link capacity
is not able to support the aggregate data rate.

The remainder of this paper is structured as follows. In
Section II, the we introduce the system model formulation.
In Section III, we formulate the power allocation optimization
problem. In Section IV, we propose the a novel power allo-
cation algorithm for both backhaul and access part. Finally,
supporting numerical results are provided in Section V, and
Section VI states the conclusion.

II. SYSTEM MODEL

We assume a BS equipped with an antenna array with
capability to serve K User Equipments (UEs) simultaneously
via spatial multiplexing. The antenna array enables the im-
plementation of spatial filtering which allows to significantly
mitigate the multi-user interference [12]. Herein, the multi-
user interference is assumed to be completely eliminated by
the BS precoder. The BS is connected to the network via a
single backhaul station, as depicted in Fig. 2. We assume a
low-mobility environment where Channel State Information
(CSI) of each UE is perfectly known at the BS. This con-
dition enables the BS to dynamically allocate power per UE
according to channel conditions.

The transmit power of the backhaul station is denoted by
Pgp and the transmit powers of the BS are denoted by py, k =
1,..., K, where the sub-index k refers to a particular UE. Both
the backhaul station and the BS are assumed to have its own
power constraints, namely Pp < PE* and Zle i < PR,
where Pg®™ and PJ** denote the maximum available power
at the backhaul station and at the BS, respectively.

The received signal level at the BS receiver is determined
by carrying out the analysis of the backhaul link and taking
into account the self-interference due to the BS duplexing
capability. To model the self-interference, let us consider the
coefficient 0 < k < 1 as in [13], which reflects the BS
capability in suppressing its own self-interference. The self-
interference power seen at the BS receiver is defined as

follows:
K
is = K) Di- (1)
k=1

Therefore, when x = 1, no self-interference mitigation tech-
nique is used, while x = 0 models perfect self-interference
cancellation. According to the previous discussion, the re-
ceived signal level at the BS can be written as

yB =/ PpyBsp +is +np, 2

Fig. 2: System model

where yp denotes the channel gain from the backhaul station
to the BS, sp denotes the transmitted symbol with E{|s5|?} =
1 and np is an additive noise modeled as a white zero-mean
Gaussian noise with variance 0%. Therefore, the backhaul link
rate is given by

Pgvp
K 2
K Zk:l Pr+ 03

Clearly, (3) shows the dependence of the backhaul link rate
and the transmitted powers of both the backhaul (Pgp) and
access networks, i.e. pi, k=1,..., K.

Rp =log, (1 + > [bits/sec/Hz]. (3)

Regarding the access part of the network, the received signal
at each of the UEs can be obtained analyzing the access
link performance and tacking into account the interference
coming from the backhaul transmission. Assuming an isotropic
antenna at the UEs, the received signal at the k-th UE can be
written as

Yk = /DEVkSk + PBOL + Ny 4

where ~j, denotes the channel gain between the BS and the k-th
UE receiver, «j denotes the interfering channel gain between
the backhaul transmitter and the k-th UE receiver, s, denotes
the symbols transmitted to the k-th user, with E{|sx|?} = 1,
and n; is an additive noise modeled as a white zero-mean
Gaussian noise with variance O',%. Therefore, the rate of the
k-th UE can be computed as follows

Ry, = log, (1 + PrVk 2) [bits/sec/Hz]. 5)

Ppay, + o
Eq. (5) makes evident the coupling between the UEs’ rates
and the transmitted powers of both the backhaul (Pp) and the
corresponding access link (py).

As mentioned before, the limitations of the backhaul link
in terms of capacity support is one of the significant technical
challenges faced by 5G networks. In this paper, we make use
of power allocation to ensure that the traffic in the access link
is always lower than or equal to the traffic supported by the
fronthaul link. In a mathematical notation this translates into
the following

K
> Ry < Rg. 6)
k=1

Therefore, the main goal of this paper is to optimally allocate
the powers, namely Pp and pyg, for k = 1,..., K, so that the
sum-rate of the access links is maximized while respecting the
capacity limits of the backhaul link.



III. PROBLEM FORMULATION

The power allocation optimization problem can be formu-
lated as maximization of the sum of the user rates, defined
as Ry = Zszl Ry, which is one of the most popular figures
of merit for measuring the performance of a communication

. K .
system. Denoting P4 = ), pr, the power allocation
problem is given in (7).

max Rg

Pp,pr

s.t. Ra <Rp )
PB S Pglax
PA < Pglax

Given the non-linear coupling between the optimization
variables in the utility function of (7), the problem is in-
tractable. This is because both the transmit power of the
backhauling station and the transmit power of the BS directly
affect the sum-rate of the user rates. Hence, computing the
optimal solution to (7) is very challenging. Therefore, we
propose an algorithm to solve this problem iteratively.

IV. PROPOSED POWER ALLOCATION ALGORITHM

To solve (7), in this paper we make use of decomposition
methods in which the coupled problem is split into smaller
sub-problems. More precisely, in this paper we will solve
(7) by iteratively solving the access and the backhaul part
of the network by considering the coupled interference as
noise. Clearly, maximization of information rate under (fixed)
Gaussian noise channel conditions translate into maximization
of transmitted power. Therefore, the proposed algorithm starts
assigning maximum transmit power to both backhaul station
and BS. Next, the algorithm gradually reduces the transmit
powers until the difference between Zkl,(zl Ry and Rp is
minimal.

The proposed algorithm for the power assignment is sum-
marized in Algorithm 1, which makes use of the previous
ideas. Essentially, the algorithm consists of iteratively solving
the power allocation of the access network, regarding the
backhaul power allocation as fixed. The latter is done using the
well-known water-filling power allocation, which maximizes
the information rates in the access links by regarding the
backhaul interference as noise:
pk:{ = B, if v< g

0, otherwise,
O'iJrPBOék

where (5, = o
channel condition.

Once the access powers are obtained, both the access rate
and the backhaul rate can be computed. If the backhaul rate
(Rp) is higher than the access rate (R 4) it means that we are
putting some power to the backhaul station that is not required.
Therefore, the backhaul power (Pp) should be reduced. On
the other hand, if the access rate is higher than the backhaul
rate, it means that the backhaul cannot support the amount
of traffic generated by the UEs and, thus, BS should reduce

®)

act as an indicator of the k-th UE

Algorithm 1 Proposed power allocation algorithm

1: Require:

= Number of UEs: K
Power increasing step: A,
BS maximum power: Py™
Backhaul maximum power: Pg™
Self-interference coefficient: x
Desired channel gains: yp and v, k=1,..., K
Interference channel gains: ax, k=1,..., K
Noise powers: 0% and 07, k=1,..., K
2: Initialize:

= Jteration counter: ¢t = 1

= Rate difference: Dy = |Rp — Ra| = o0

= Backhaul power: Pg = Pg™

= Total power used by the BS: Py = P}™
3: while stop ==0 do
4: Compute py, k = 1,..., K, assuming the backhaul inter-

ference as noise and using (8).

5: Compute the resulting access rate R4+ = Zf:l Ry.
6: Compute resulting backhaul rate Rp ;.
7
8

Compute the resulting rate difference Dy = |Rp,: — Ra ¢
if thl S Dt then

9: Halt iterative process: stop= 1.

10: else if Rp: > R4, then

11: Reduce backhaul power: Pg = Pp — A,,.
12: t=t+1.

13: else if R4; > Rp,: then

14: Reduce total access power: P4 = P4 — A,,.
15: t=1t+4+1.

16: end if

17: end while

return Power assignment: Pg,p1,...,pKk.

its transmit power (P4). Inspired by the conventional gradient
descent methods [14], we make use of a power step for both
the backhaul station and the BS, which is denoted herein by
A,. The power step A, should be small enough in order
to achieve convergence and high enough to speed up the
convergence. Eventually, the algorithm converges since the
difference between D = |Rp — R4| decreases until it hits
a local optimum point.

V. SIMULATION RESULTS

In this section, we make use of numerical results to evaluate
the proposed power allocation solution. Figure 3 illustrates the
set of all possible rate solutions (R4 and Rp) resulting from
(7), which is typically referred in the literature as the Pareto
feasible set. Figure 3 considers K = 64, P{™* = Pp®* = 10
W, A, = 005 W, and 0% = 07 =1, for k = 1,...,K.
The channel gains oy and v, £ = 1,..., K, are generated
from a uniform random distribution within [@ — 0.1, & + 0.1]
and [¥ —0.1,% 4 0.1], where @ and % denote the mean of
the uniform distribution. In Figure 3, we evaluated three
different scenarios: (a) Low self-interference (x = 0.2) and
good user conditions (@ = 0.9 and ¥ = 0.3); (b) High self-
interference (x = 0.8) and good user conditions (& = 0.9 and
5 = 0.3); and (c) Low self-interference (v = 0.2) and bad
user conditions (@ = 0.5 and 7y = 0.6). In the first two cases,
the starting point does not satisfy the constraint R4 < Rp
and, thus, the algorithm reduced the BS power until it reaches
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Fig. 4: Effect of Ap in the speed and accuracy of the proposed
algorithm.

the equality point R4 = Rp. The last case, illustrated in Fig.
3(c), the starting point satisfies R4 < Rp but the backhaul
capacity is overdimensioned compared to the access capacity.
Therefore, the algorithm reduced the backhaul power so that
the access network conditions are improved until reaching the
equality point R4 = Rp. In all case, the proposed algorithm
converges to the optimal point.

In Fig. 4, we show how the step size Ap affect the
convergence speed of the algorithm as well as the steady
state error of the algorithm’s solution. As expected, the higher
the step-size, the faster the convergence to the optimal point.
On the other hand, the accuracy of the algorithm’s solution
improves by using lower values of Ap. Note that fluctuations
around the optimal point are avoided with the stoping criteria
proposed in Algorithm 1.

VI. CONCLUSION

In this paper, we investigated the power allocation problem
for the proposed in-band self-backhaul scheme with multi-
ple antennas and FD at the BS, which enables the access
and backhauling simultaneously in the same frequency band.
Unlike previous works on this subject, we optimize the BS
transmit powers together with the backhaul station transmit
power, which in turn dictates the backhaul capacity limit to
support the aggregate user rate. An iterative algorithm has
been proposed which successfully allocates the powers in the
considered scenario so that the users’ sum-rate is maximized
tacking into account the capacity limits of the backhaul link. In

our future work, we plan to extend the proposed formulation
for the case where the beamforming at the access part is not

perfect and, thus, introduces residual interference.
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