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Abstract

In this work we address multi-target domain adaptation
(MTDA) in semantic segmentation, which consists in adapt-
ing a single model from an annotated source dataset to mul-
tiple unannotated target datasets that differ in their under-
lying data distributions. To address MTDA, we propose a
self-training strategy that employs pseudo-labels to induce
cooperation among multiple domain-specific classifiers. We
employ feature stylization as an efficient way to generate
image views that forms an integral part of self-training. Ad-
ditionally, to prevent the network from overfitting to noisy
pseudo-labels, we devise a rectification strategy that lever-
ages the predictions from different classifiers to estimate the
quality of pseudo-labels. Our extensive experiments on nu-
merous settings, based on four different semantic segmen-
tation datasets, validates the effectiveness of the proposed
self-training strategy and shows that our method outper-
forms state-of-the-art MTDA approaches. Code available
at: https://github.com/Mael-zys/CoaST,

1. Introduction

Semantic segmentation is a key task in computer vision
that consists in learning to predict semantic labels for im-
age pixels. Given its importance in many real world ap-
plications, segmentation is widely studied and significant
progress has been made [1} [3, 4] in the supervised regime.
Much of the recent success can be attributed to the availabil-
ity of large, curated, and annotated datasets [[7, 21} |45]. As
obtaining labeled data in semantic segmentation is costly
and tedious, pre-trained models are often deployed in test
environments without fine-tuning. Unfortunately, these
models fail when the test samples are drawn from a distribu-
tion which is different from the training distribution. This
phenomenon is known as the domain shift [31]] problem.
To mitigate the domain-shift between the training (source)
and test (target) distributions, Unsupervised Domain Adap-
tation (UDA) methods [8]] have been proposed.
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Figure 1: (a) Proposed method for Multi-Target Domain
Adaptation (MTDA). Feature stylization is performed to
favor consistency across classifiers via pseudo-labelling.
Classifier consistency is used to estimate pseudo-label qual-
ity and rectify the training loss. (b) We show the uncertainty
map estimated from an input image and used for loss rec-
tification (dark blue for high confidence). We observe that
low confidence regions often correspond to errors.

Although a vast majority of UDA methods have been
proposed for semantic segmentation in the single source and
single target setting, in practical applications the assump-
tion of a single target domain easily becomes vacuous. It
is because the real world is more complex and target data
can come from varying and different data distributions. For
e.g., in autonomous driving applications, the vehicle might
encounter cloudy, rainy, and sunny weather conditions in a
span of a very short journey. In such cases, it would re-
quire to switch among various adapted models specialized
for a certain weather condition. To prevent cumbersome
deployment operations one can instead train and deploy a
single model for all the target environments, which is other-
wise known as Multi-Target Domain Adaptation (MTDA).
While in the context of object recognition MTDA has been
explored in several works [6l [11} 23| 25| [38], it is heavily
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understudied for semantic segmentation, with just a handful
of existing works [14, 16} 26]. The prior works are either
sub-optimal at fully addressing the target-target alignment
[26]] or tackle it at a high computation overhead of explicit
style-transfer [14, [16]. We argue that explicit interactions
between a pair of target domains are essential in MTDA for
minimizing the domain gap across target domains.

To this end, in this paper we present a novel MTDA
framework for semantic segmentation that employs a self-
training strategy based on pseudo-labeling to induce bet-
ter synergy between different domains. Self-training is a
widely used technique consisting in comparing different
predictions obtained from a single image to impose con-
sistency in network’s predictions. In our proposed method,
illustrated in Fig.|l|(a), we use an original image from one
target domain (in yellow box) as the view that generates
the pseudo-label; while the second prediction is obtained
with the very same target image but stylized with an im-
age coming from a different target domain (in green box).
Given this stylized feature, the network is then asked to
predict the pseudo-label obtained from the original view.
Unlike [14] we use implicit stylization that does not need
any externally trained style-transfer network, making our
self-training end-to-end. Self-training not only helps the
network to improve the quality of representations but also
helps in implicit alignment between target-target pairs due
to cross-domain interactions.

While our proposed self-training is well-suited for
MTDA, it can still be susceptible to noisy pseudo-labels. To
prevent the network from overfitting to noisy pseudo-labels
when the domain-shift is large, we devise a cross-domain
cooperative rectification strategy that captures the disagree-
ment in predictions from different classifiers. Specifi-
cally, our proposed method uses the predictions from mul-
tiple domain-specific classifiers to estimate the quality of
pseudo-labels (see Fig. E] (b)), which are then weighted
accordingly during self-training. Thus, interactions be-
tween all the target domains are further leveraged with
our proposed framework, which we call Co-operative Self-
Training (CoaST) for MTDA.

Contributions. In summary, our contributions are three
fold: (i) We propose a self-training approach for MTDA
that synergistically combines pseudo-labeling and feature
stylization to induce better cooperation between domains;
(i) To reduce the impact of noisy pseudo-labels in self-
training, we propose cross-domain cooperative objective
rectification that uses predictions from multiple domain-
specific classifiers for better estimating the quality of
pseudo-labels; and (iii) We conduct experiments on several
standard MTDA benchmarks and advance the state-of-the-
art performance by non-trivial margins.

2. Related Works

Our proposed method is most related to self-training and
style-transfer, which we discuss in the following section.

Self-training for Domain Adaptation. Self-training in
single-target domain adaptation (STDA) is a popular tech-
nique that involves generating pseudo-labels for the unla-
beled target data and then iteratively training the model
on the most confident labels. To that end, a plethora of
UDA methods for semantic segmentation has been pro-
posed [[15} 17, 19, 136, 143} |44, |48] that use self-training due
to its efficiency and simplicity. However, due to the char-
acteristic error-prone nature of the pseudo-labeling strategy,
the pseudo-labels cannot always be trusted and need a selec-
tion or correction mechanism. Most self-training methods
differ in the manner in which the pseudo-labels are gener-
ated and selected. For instance, Zou et al. [48] proposed
a class-balanced self-training strategy and used spatial pri-
ors, whereas in [41] 42] class-dependent centroids are em-
ployed to generate pseudo-labels. Most relevant to our ap-
proach are self-training methods [27, 43| 144] that rectify
the pseudo-labels by measuring the uncertainty in predic-
tions. Our proposed CoaST also derives inspirations from
the STDA method [44], but instead of ad-hoc auxiliary clas-
sifiers, we use different stylized versions of the same image
and different target domain-specific classifiers, to compute
the rectification weights. The majority of the STDA self-
training methods do not trivially allow target-target interac-
tions, which is very crucial for MTDA.

Style-Transfer for Domain Adaptation. Yet another pop-
ular technique in STDA that essentially relies on transfer-
ring style (appearance) to make a source domain image look
like a target image or vice versa. Assuming the semantic
content in the image remains unchanged in the stylization
process, and hence the pixel labels, target-like source im-
ages can be used to train a model for the target domain.
Thus, the main task becomes modeling the style and con-
tent in an image through an encoder-decoder-like network.
In the context of STDA in semantic segmentation, Hoff-
man et al. [13]] proposed CyCADA, that incorporates cyclic
reconstruction and semantic consistency to learn a classi-
fier for the target data. Inspired by CyCADA a multitude
of STDA methods [2, 15, [18. [20, |30, |37, 139, 47] have been
proposed which use style-transfer in conjunction with other
techniques. Learning a good encoder-decoder style-transfer
network introduces additional training overheads and the
success is greatly limited by the reconstruction quality. Al-
ternatively, style-transfer can be performed in the feature
space of the encoder without explicitly generating the styl-
ized image [29, 46]. CrossNorm [29] explores this solution
in the context of domain generalization to learn robust fea-
tures. In CoaST, we adapt CrossNorm to our self-training
mechanism by transferring style across target domains to



induce better synergy.

Multi-target Domain Adaptation. MTDA for semantic
segmentation is an under-explored field with just a hand-
ful of existing works [[14} [16} [26]]. For instance, Saporta et
al. [26] proposed an adversarial framework where source-
target and target-target alignment is achieved through ded-
icated discriminators. They also introduced a multi-target
knowledge transfer (MTKT) approach where knowledge
distillation (KD) [l12] is used to learn a domain-agnostic
classifier from multiple domain-specific experts. On the
other hand, the CCL [14] and ADAS [16] rely on explicit
style-transfer to tackle MTDA in semantic segmentation.
Much like other style-transfer based STDA methods, [16]
uses an external network for explicitly transferring styles
between domains. Instead, we rely on implicit style-transfer
making our proposed CoaST easy to implement and end-to-
end trainable. Additionally, we introduce a cooperative rec-
tification technique which prevents over-fitting on imperfect
pseudo-labels, making our method more robust. We em-
pirically prove this effectiveness over [14, 16, 26] through
numerous experiments.

3. Methods

In this section we formally define the MTDA task and
then we present the details of our proposed Cooperative
Self-Training (CoaST) framework.

3.1. Preliminaries

Problem Definition and Notations. In the multi-target do-
main adaptation (MTDA) task, we assume that we have at
our disposal N* labeled instances from a source domain
data set D5 = {(x3,y3)}_, where x5 € RHI*XWx3 g
input images with their correspondmg one-hot ground truth
labels yS € RIXWXK ‘assigned to each pixel in the H x W
spatial grid belonging to one of the K semantic classes.
Moreover, there are a total of M unlabeled target domains
{Ty,...,Ta} where each target domain T; comprises of an
unlabeled data set DT = {xT}V | with xT: € REXWx3
representing the target images and N7i being the number
of unlabeled instances. Following standard MTDA proto-
cols, we assume that the marginal distributions between ev-
ery pair of available domains differ, under the constraint of
underlying semantic concept remaining the same. The goal
of MTDA is to learn a single network f = C o ® using
{Uf\il DT} UDS that can segment samples from any target
domain, where C' and ¢ are the classifier and the backbone
encoder networks, respectively. While we consider that the
domain information is known at training time, the domains
labels of the images during inference are unknown.

Overall Framework. To address the MTDA, we operate in
two stages. In the first stage we aim to learn target domain-
specific classifiers with adversarial adaptation |32, 35]] that

aligns features between a given source-target domain pair.
The first stage results in the network parameters that en-
able even better alignment in the subsequent stage. In this
second stage, we adopt a pseudo-label based cooperative
self-training strategy to further align the target domains. In
particular, our proposed self-training strategy enforces con-
sistency among the target domain-specific classifiers, allow-
ing maximal interaction among the different target domains.
Importantly, our cooperative training also incorporates a
threshold-free rectification term that prevents overfitting to
noisy pseudo-labels. Finally, we use knowledge distillation
to distill all the learned information from domain-specific
classifiers to a domain-agnostic classifier that can be used
to segment a test image from any target domain, thereby
alleviating the need for domain-id during inference.

Adversarial Warm-up. This marks the first stage, where
we follow [26] for initializing our framework in order to
obtain an encoder network ® that is shared among all the
target domains, and M distinct target domain-specific clas-
sifiers {CTi ., M}}. Concurrently, we also ini-
tialize M target domain-specific discriminators { D7i|Vi €
{1,...,M}} to learn a classifier that is invariant for a spe-
cific source-target pair. To recap, in adversarial warm-up
stage the discriminator D7 is trained to distinguish between
the source and target T; predictions whereas the network
fT = C" o ® is trained to fool the DT:. Note that unlike
the original work in [[10], the output from the classifier is
given as an input to the domain discriminator [26, 32]. Ad-
ditionally, for the source samples we employ the standard
supervised cross-entropy loss, which is used to train every
fTi. Overall, for a given source-target pair (S, T;) the dis-
criminator D™ is trained with the objective:

Lpr; —‘Cbce(DT CT( (XS))) ) )

1)+
£bce(DT (CT ((I) X 7))) )

where Ly, stands for the binary cross-entropy loss. Simul-
taneously, the network fT¢ is trained along with the source
segmentation loss and adversarial loss as:

L = Ece( HD(x%)),y )

2
advﬁbce(DT (CTI(q) XTl))) ) ?

where L. is the supervised cross-entropy loss for the
source data and \,q4, is a hyperparameter to balance the
losses. In the adversarial warm-up stage we alternatively
minimize Lpr; and L, for every source-target pairs.

3.2. Cooperative Self-Training (CoaST)

The goal of the second stage is to refine the image rep-
resentation learned in the adversarial warm-up stage. We
devise a self-training approach with the usage of pseudo-
labels that iteratively improves the predictions of the model
on the unlabeled data.
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Figure 2: Illustration of the proposed CoaST approach in the case of two target domains. Domain-specific classifiers are
distilled to learn a domain-agnostic classifier. Style-transfer is used in the encoder network to induce cooperation between
the different classifiers and rectify the pseudo-labeling losses.

Pseudo-labelling. In our framework for the MTDA, we
have m specialized target domain-specific classifiers, with
each classifier CT¢ trained to handle data coming from
the corresponding domain T;. We exploit these special-
ized classifiers to generate pseudo-labels (PLs) for the tar-
get samples in their respective target domains. Specifi-
cally, given the n'™ image x% from the target domain i,
we use the network fTi to predict the segmentation map
b7 (K)]ke(m)xwix(x] = CT(®(x})) and compute the
pseudo-label as:

AT,
ynZ -

ex (ar gflax[f);rf ®)lkeimxwixx])s 3
where ej(.) denotes the one-hot encoding operator and
yr € REXWXEK  The PL is computed at the beginning
of the second stage and is updated every ny iterations. This
PL is then used to self-supervise the corresponding £ net-

work with a cross entropy loss:

»Cpl = »Cce(f)zii 5 5’33)7 (4)

Howeyver, this formulation suffers from two main issues.
First, the PLs act only on the same domain-specific clas-
sifier CTi corresponding to the domain of input images.
Hence, it does not induce any synergy between the different
classifiers. Second, since the PLs can be noisy, using the
pseudo-labeling objective in Eq. (@) can lead to detrimental
behaviour. To address these two issues and further benefit
from our PLs, we introduce a self-training technique that is
realized by leveraging feature stylization [29].

Style-Transfer for Cooperative Self-Training. To bene-
fit from the self-training objective in Eq. (@), one requires
to obtain the predictions from a view ¢(x.') and enforce
its predictions to match with that of yTi, where ¢(.) is any
stochastic transformation. Indeed, such a consistency-based
training strategy has successfully been applied in the semi-
supervised learning literature [28]]. However, finding opti-
mal transformations is not trivial and varies between data

sets and even tasks. In this work, we resort to a data-driven
transformation policy that is based on style-transfer [33].
Style-transfer consists in transferring the“style” (appear-
ance) from one image to another. Concretely, in our case,
the transformation ¢(.) is a style-transfer operation that es-
sentially applies the style of an image x™/ to the image x™¢,
where ¢ # j. The style transformed image x™~J can in
essence be regarded as a virtual image that appears to come
from T; but having the content structure of T;. Therefore,
for the n sample x"*~7 we obtain the prediction from fTi
and optimize it to be close to y~i. In this way our PL from
a given target domain-specific classifier can be used to su-
pervise another domain-specific classifier, enforcing better
consistency between pairs of target domains. Moreover, we
thereafter show how style-transfer is instrumental in recti-
fying the objective in Eq. () according to an estimated con-
fidence score. We now describe how we use style-transfer
to improve self-training in the MTDA setting.

Style-transfer in the pixel space, with separately trained
encoder-decoder network, has very recently been used for
the MTDA work [16]. To avoid such costly, and often
sub-optimal, image generation with the pixel-space style-
transfer methods, we perform style-transfer in the inter-
mediate feature space of the encoder network. In particu-
lar, we adapt cross normalization (CrossNorm) [29] in our
MTDA setting and use it as a means of exchanging fea-
ture statistics, and hence style, across different domains.
More precisely, our Cross-Domain Normalization (Cross-
DoNorm) performs style-transfer by exchanging style vec-
tors between two target domain images, which are com-
puted from the channel-wise mean and standard deviation
of the features maps. Exchange of style vectors is deemed
sufficient for style-transfer by prior works [33] who show
that these statistics encode the image style and that style-
transfer can be obtained through a simple re-normalization.

Given a pair of images (x'*,x") from the target do-
mains T; and T;, we extract their corresponding features



= ®;(x") and
7). From these intermediate feature maps, we

from the [ layer of the encoder as z
lej = @y (x"
compute the corresponding channel-wise means (ulTi , u;rj)
and standard deviations (0';“ , a;rj ), such that y; € R* and
o, € R* with k being the number of channels in the layer
. For instance, CrossDoNorm first standardizes the fea-
tures with its own channel-wise statistics, e.g., (ule',O';r")
for le", and then re-normalizes with the statistics from the
other domain (u,”, ") to obtain stylized features z,'
The CrossDoNorm can be done symmetrically resulting
into stylized features that are computed as:
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Our CrossDoNorm can ideally perform feature styliza-
tion at multiple layers in the encoder network. Next, the
above computed stylized feature lei_’j is then given as input
to the subsequent layers of the network, with the final pre-
diction map pTi~J obtained from the classifier C/. With
the PL ™ generated from z," by the original domain clas-
sifier C"¢, the other classifier C™7, along with the encoder
@, is then trained in a supervised manner:

L3 (xT xT)

pl = Ece(f)Tiﬁj ) yTl) (6)
LY (x",x™) = Leo(PV,3™)

Since it has been shown in the literature that training with
soft-labels improves the learning ability of the network [12]],
we use a soft-version of the E;tly loss described in Eq. @ In
other words, we further enforce consistency in predictions
between two domain-specific classifiers by optimizing the
KL-divergence objective between the cross-domain stylized
prediction pTi—7 and the original target domain prediction
p'i instead of PLs as:

‘Ccst(xTia ) ['kl( Ti p ) @)

Additionally, our CrossDoNorm also acts as an implicit
data augmentation method in the feature space. As the style
information is mainly manifested in the low level features
of the encoder, to prevent over-regularization we only apply
the CrossDoNorm in the initial layers of the encoder.

Cooperative Objective Rectification. The PLs generated
during the refinement process can be very noisy due to
domain-shift, leading to degradation of representations. To
tackle this shortcoming of self-training, we propose our co-
operative objective rectification method that takes into ac-
count the uncertainty in the model predictions. This uncer-
tainty in predictions for a given sample x/ is measured by

combining the predictions obtained from all the target do-
main classifiers. More precisely, considering xf;’, we com-
pute the consistency scores between the prediction from the
C"i and the predictions from the other domain-specific clas-
sifiers on the stylized features of x%. Following [44], we
use the KL-divergence between a pair of predictions as a
measure of consistency. Lower the consistency, less reli-
able is the corresponding PL. Finally, this consistency score
is then used as a weight to re-weight the self-training loss
introduced in the Eq. @). The rectified self-training loss
corresponding to Eq. (@) is given as:

Epl (XTi ) = wi‘cce (f)TI ’ yTl) (8)

where the weight value w; is the averaged consistency
scores obtained with the predictions between C¢ and the
rest of the classifiers {C™*, ... CT™}\C" as:

M

> exp (L™, P) (9

j=1,j#i

1
M-1

w; =

where the exponential function exp(-) is used here to map
the KL divergence that range in [0, +o00[ to weights val-
ues in ]0,1]. Contrary to [44] our uncertainty score is
obtained by considering the predictions from all classifier
pairs, against just using a single pair of classifiers. Also, dif-
ferent from many pseudo-labeling approaches described in
Sec. 2} our re-weighting formulation is not based on thresh-
olding and therefore avoids manual hyperparameter tuning.
Similarly, the cross-domain pseudo labeling losses intro-
duced in Eq. (6) are rectified as:

L (5 X) = Lo, 57)

L3 (x"9,x") = w;Leo (P71, 97) 1o
Knowledge Distillation. As our end goal is to be able to
predict test samples coming from any target domain, we
also learn an additional domain-agnostic classifier C*. We
use the source samples to train C in addition to the super-
vised segmentation objective given in Eq. (2) as:

Loy = Z.cceCT x*)),y%)

+Ece(0A( (x%)),¥°)

Y

In order to distill the information learned by the domain-
specific classifiers C" into the domain-agnostic classifier
C* we use knowledge distillation (KD) as in [14}, 26].
For every target domain sample, we enforce consistency
between the prediction from the corresponding domain-
specific classifier and the domain-agnostic one using the KL
divergence. The KD loss for a given T; domain is given as:

Lia = Lia(CH(@(x")),¥™) (12)



where only the weights of the C* is only updated during
the optimization of Eqn. We use the domain-agnostic
classifier C* during inference.

Overall Training. The final objective to train our proposed
CoaST is given by summing all the unary and pairwise
losses previously described:

‘CCoaST = Z £seg( Y )
(x8,y%)eDs
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Note that, the KD loss and pairwise losses are normalized
by M and M —1 to preserve the source-target balance when
varying the number of target domains.

4. Experiments
4.1. Experimental set-up

Datasets. We conduct experiments on two standard bench-
marks for MTDA in semantic segmentation. These two
benchmarks have been derived from four semantic segmen-
tation datasets, namely the synthetic GTAS [24]] and the real
world Cityscapes (1], Mapillary [21] and IDD [34]. Note
that the datasets are varying in size as in the Mapillary is
six times bigger than the Cityscapes, and thrice as big as
the IDD. More details can be found in the supplement.

Benchmarks. The benchmarks for MTDA in semantic seg-
mentation differ in the way the class labels are mapped
across the datasets. They are: (i) the 7-classes benchmark,
introduced in [26]], which considers 7 classes and down-
samples the images to a resolution of 640 x 320 both for
training and evaluation; and (ii) the /9-classes benchmark,
introduced in [14], which operates at higher resolution of
1024 x 512. Both benchmarks use several combinations of
the four datasets to create four Synthetic to Real scenarios
and one Real to Real scenario.

Metrics. We report the standard intersection over union
(IoU) for every class and the mean-IoU (mloU) for each tar-
get domain. Whereas, to obtain a single overall score in the
MTDA, we average the mIoU across all the target domains.

Baselines. In our experiments, we compare with the
state-of-the-art methods: Multi-Target Knowledge Trans-
fer (MTKT) [26], Collaborative Consistency Learning
(CCL) [14] and A Direct Adaptation Strategy (ADAS) [16].
We compare with these methods on the settings adopted
in the corresponding papers: 7-classes for MTKT and 19-
classes for CCL. We also include an approach, introduced in

[26] and referred to as Multi-Discriminator, where a single
classifier is trained using multiple domain-specific discrimi-
nator. In addition, we follow [14} 26] and include two base-
lines based on a single-target domain adaptation method.
In Individual, an adversarial approach [35] is trained sep-
arately on every target dataset. At inference time, the tar-
get images are tested by the corresponding domain-specific
model. In Data combination, we treat the union of all the
target domains as a single target domain. For these two
baselines, we report the results provided in [14, 26].

Implementation Details. To be fairly comparable, we
adopt the very same network architecture as in the base-
line [26]], except we use the modified version of ResNet101
based DeepLab-V2 [3] that contains dropout layers [41}/44].
Due to lack of space we report the rest of the implementa-
tion details in the supplement.

4.2. Comparison with State-of-the-art: Syn to Real

Quantitative Comparison. We provide a detailed com-
parison with state-of-the-art on the 7-classes benchmark
using the GTAS to Cityscapes and IDD setting. Results
are reported in Tab. E} Overall, we can observe that our
method outperforms all the other baselines. In terms of av-
erage mloU, CoaST outperforms MTKT with a 3.1% mar-
gin. This gain is remarkable considering that MTKT im-
proves the Individual baseline trained on Cityscapes by only
0.7%. Besides, CoaST outperforms ADAS by 0.1% even
though ADAS use a higer image resolution than CoaST and
the other baselines. We can observe gains with respect
to MTKT in both small objects such as human (54.4% vs
51.0% on Cityscapes) and background classes such as sky
(88.2% vs 84.0% on Cityscapes). One noticeable point is
that the IDD dataset seems more challenging since Individ-
ual obtains lower performance on this dataset. Similarly,
the Multi-Dis, MTKT and ADAS obtain mIoUs of 65.7%,
65.9% and 66.9% respectively which are much lower than
on Cityscapes (68.9%, 70.4% and 75.4%). However, with
CoaST, which uses consistency training and cooperative ob-
jective rectification, we improve MTKT and ADAS perfor-
mance by 4.1% and 3.1% obtaining a mIoU score of 70.0%.

We now provide experimental results on the /9-classes
benchmark using the same GTAS to Cityscapes and IDD
setting. Results are reported in Tab. 2| First, we observe that
all methods have lower scores compared to the 7-classes
since the high number of classes makes the task more diffi-
cult. Nevertheless, we observe that CoaST outperforms all
the other approaches on almost all the classes and domains.
Compared to CCL and ADAS, we observe that CoaST ob-
tains better average mIloU (4+2.7% and +2.1% respectively)
and that the gain is mostly explained by better performances
on difficult classes such as fence or sign and bus that largely
compensate the drop on the road class.



GTAS — Cityscapes + IDD

Method Target | flat constr object nature sky human vehicle | mIoU | Avg.
individucd (5] C [935 805 260 785 785 551 764 | 698 | .
hatviaua I 912 531 160 782 90.7 479 78.9 | 65.1 .

, C 1939 802 262 790 805 525  78.0 | 70.0
Data Comb. [33] I |918 545 144 768 903 475 783 | 648 | 074
e C 1943 807 209 793 82.6 485 762 | 689
Multi-Dis [20] I |923 550 122 777 924 510 802 | 657 |673
, C 1945 8.0 237 801 840 510 776 | 704
MTKT [26] I |914 566 132 773 914 514 799 | 659 |682
, C 1951 826 398 846 812 63.6 807 | 754
ADAS[16](1024 X 512) | 1 1905 630 222 737 879 543 769 | 669 | /12
C (947 829 254 82 882 544 805 | 726
CoaST (Ours) I |942 615 200 827 934 555 826 | 700 |13

Table 1: Comparison with State-of-the-art on the 7-classes benchmark using the GTAS

— Cityscapes + IDD configuration.

GTAS — Cityscapes + IDD

= o
- < = =] s [
& I 2 - = S = < = B
2E O =2 = g &2 =2 g & £ . 2 5 . 3 4, E £ g
Method € & % 2 § & & 2 & & g ¥ 2 ® § E 2 £ £ Z |moU|Aw
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CoaST (Ours) | C | 817 383 710 333 307 351 382 37.6 864 469 819 634 274 845 204 456 03 326 313471 | 0
oa I/857 361 651 332 237 328 19.0 629 825 29.5 91.8 52.1 553 834 629 461 0 555 185 49.3 -

Table 2: Comparison with State-of-the-art on the /9-classes benchmark using the GTAS5 — Cityscapes + IDD configuration.

Qualitative Comparison. Fig.[3|shows a qualitative com-
parison with MTKT on the 7-classes benchmark when
adapting from GTAS to Cityscapes and IDD. From these
visualizations, we can see that CoaST segment better small
objects such as "human’ or "object’ classes. This difference
is especially clear on the IDD dataset.

Summary of all the Settings. To complete this evalua-
tion in the Synthetic to Real scenario, we report in Tab. 3]
the average mloU considering all the possible target con-
figurations on the /9-classes benchmark. Results on the
7-classes benchmark are reported in supplement. For the
19-classes benchmarks, the proposed method is compared
with the best respective competitor. In short, we observe

Target mloU mloU
c rom| method | TP Ave.
CCL[14] 450 460 - 45.5

v v - | ADAS[16] |45.8 463 - 46.1
CoaST (Ours) | 47.1 49.3 - 48.2

CCL[14] |451 - 488 47.0

v - /| ADAS[16] |458 - 492 475
CoaST (Ours) | 479 - 51.8| 49.9

CCL [14] - 445 4641 455

-/ V| ADAS|[16] - 46.1 476 469
CoaST (Ours) | - 49.5 51.6 | 50.6

CCL[14] [46.7 47.0 499 479

vV v /| ADAS[16] |46.9 47.7 51.1| 48.6
CoaST (Ours) | 47.2 48.7 514 | 49.1

that CoaST obtains the best performance in all configura-
tions and on all the domains. These experiments demon-
strate the robustness of our approach.

4.3. Ablation Study

To illustrate the impact of the proposed cooperative self-
training and rectification, we present a detailed ablation
study. We present several variants of CoaST. First, we

Table 3: Summary of performances obtained on the /9-
classes benchmark. Cityscapes, IDD and Mapillary are re-
ferred to as C, I and M respectively. We report the mloU
averaged over the target domains.

employ our architecture but with the adversarial training
scheme of MTKT [26]. The goal of this variant is to show
that our performance gain is not due to our slight architec-



Model Adv. Self-Tr. CrossDoNorm L.s Rec.| C I |Avg. Rectification C I Av

MTKT*[26] | v/ 67.3 643658 Without 707 675 689
W v 656 632 644 Drop-Outbased [9) |70.7 68.7 697
((1‘111)) \\; y J 602 G141 084 Auxiliary network [44] | 698 68.7 69.3
(iv) ¥, . v 1721 699|710 Cooperative (ours) 72.6 70.0 71.3
) V V 7/ (726 700] 713

Table 4: Ablation study of the proposed method on 7-classes benchmark,

in GTAS5 — Cityscapes + IDD configuration.

Cityscapes

MTKT  CoaST (Ours)

Table 5: Ablation study on the GTAS —
Cityscapes + IDD configuration: Rectifi-
cation strategy

IDD
MTKT  CoaST (Ours)

Figure 3: Qualitative comparison with MTKT on the 7-classes benchmark and in the GTAS to Cityscapes and IDD setting.

tural change in the classifiers. This variant is referred to
as MTKT*. Then we ablate different parts of our model:
(i) uses a simple Self-training with pseudo-labeling with-
out cross domain interactions. (ii) performs style-transfer
and employs the cross-domain pseudo-label loss LSty in
Eq. (T0). (iii) adds the consistency loss given in Eq @.
(iv) employs our rectified loss but does not use the consis-
tency loss. Finally, (v) denotes our full models.

The lower performance of MTKT* demonstrates that the
higher performance of CoaST is not due to the use of a
different classifier. Then, we can observe that (i) under-
performs MTKT* showing that naively replacing adversar-
ial training by self-training does not work well. Adding
CrossDoNorm in (ii) results in a 4% gain that is further in-
creased when a consistency loss is added (see (iii)). Coop-
eration between domains can be also obtained by introduc-
ing cross-domain rectification (see (iv)) but the experiments
show that combining both consistency and pseudo label rec-
tification leads to the best performance.

To complete this ablation study, we evaluate different so-
lutions to assess the rectification weights w; in the same set-
ting as Tab.[d] We consider different possibilities. Cooper-
ative cross domain rectification can be replaced by the con-
sistency between predictions obtained with multiple drop-
out sampling [9]. An auxiliary network can also be em-

ployed as in [44] to estimate the uncertainty. Average
mloUs are reported in Tab. [5| with these different rectifi-
cation approaches. We observe our approach which bene-
fits from the multiple target domains, achieves a 2.4% gain,
which demonstrates that leveraging the multiple target do-
mains is essential to achieve robust pseudo-labeling.

5. Conclusion

We presented CoaST, a new method for multi-target do-
main adaptation in semantic segmentation. We introduced
a self-training strategy that uses pseudo-labels in conjunc-
tion with style-transfer to favor consistency between classi-
fiers. Besides, we employed consistency between the pre-
dictions from the different classifiers as an uncertainty mea-
sure allowing better use of the pseudo-labels. We conducted
experiments in two benchmarks and several settings and
demonstrated that the proposed method outperforms state-
of-the-art approaches.
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Supplementary Material for

Cooperative Self-Training for Multi-Target
Adaptive Semantic Segmentation

The supplementary material is organized as follows: Sec.
summarizes the notations used. Sec. [Bldescribes the ex-
perimental details of our work. Sec. [C|reports the ablation
study on hyperparameter sensitivity. Sec. [D]lists detailed

quantitative comparisons on various configurations.

A. Notation

We summarize in Table[AT]the notation used throughout

the paper:

Notation

Description

D = {(Xi, yi)}ﬁf; Source data set

T; T, NTi
D" = {XT: n=1
XS G]RH><W><3

H K
ys cR X W x

XT,; c RHXWX?)
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®

e
CA
D"

pTi c ]RHXWXK

€r

yTi c RHXW
'uTi , ol
Tisj

w;

i target data set

Source inputs

Source labels

Inputs from 7" target domain

Model function

Encoder network

i"™ target domain-specific classifier
Domain-agnostic classifier

i target domain-specific discriminator
Prediction from i"™ target
domain-specific classifier

One-hot encoding operator
Pseudo-label for i™ target domain
sample

Latent feature of x™# at
o layer

Style vectors (channel-wise mean and
standard deviation) for i™ target
domain input x"i

Latent stylized feature of x™ with
content from x™ and style from x"J
Averaged rectification weight for the
sample x"¢

™ Jayer in

Table Al: Notation used throughout the paper

B. Experimental Details

Datasets. We evaluate our method on two benchmarks pre-
viously used in the literature. These benchmarks are based
on four datasets:

e GTAS5 [24] is collected from the video game GTAS.
The dataset contains 24966 labeled images in total
where the image resolution is 1914 x 1052. The syn-
thetic nature of this dataset makes it very relevant for
domain adaptation experiments.

e Cityscapes [1|] is a large-scale dataset that has 2975
training and 500 validation labeled images collected
mainly in German cities.

* Mapillary [21] contains 18000 training and 2000 vali-
dation high-resolution images collected from all over
the world. Compared to Cityscapes, this dataset is
more diverse.

e IDD [34] is collected on Indian roads and it has 6993
and 981 finely annotated images in training and vali-
dation sets respectively. IDD is very challenging since
India cities visually differ from the cities depicted in
the other datasets.

Implementation details. In the warm-up stage, we em-
ploy the hyper-parameters as [26] except that we extend the
warm-up stage from 20K to 60K iterations to get better ini-
tial pseudo-labels for the self-training stage. In the second
stage, we use Stochastic Gradient Descent optimizer with
learning rate 1.0 x 10~% to train the model for another 60K
iterations. In all the experiments in the 7-classes and 19-
classes settings, we use random crop of size 320 x 160 and
512 x 256 respectively to accelerate the training. In the sec-
ond stage, we use strong data-augmentation and update the
pseudo-labels every 10K iterations.

C. Ablation Study of Hyperparameters

In the final objective of our proposed CoaST, we weigh
all the constituent losses and set other hyperparameters with
a value that equals to 1. This disposes off the need to have
a target validation set, which indeed is not available for any
UDA setting. Nevertheless, below we study the sensitivity
of CoaST with respect to two hyperparameters over ranges
of possible values.

Ratio of Pair-wise Losses. We perform an ablation study
on the weighing hyperparameter \ that weighs the pair-wise
losses: consistency loss L and the rectified segmentation
losses Z;tly. The weighted training objective of our CoaST,
first introduced in Eqn. [T3]of the main paper, is written as:
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From the Fig. @] (left), we can see that, the mloU re-
mains fairly stable over a wide operating window of .
The performance starts to drop only when we increase the
value of \ to large values. This is reasonable because when
A = 10, the L. and the E;tly starts to dominate the other
losses in Eqn[AT] We observe a well-behaved training dy-
namics when we set the value of A to standard value of 1, or
log A = 0.

Temperature. The rectification weight described in the
Eqn. 9] of the main paper is obtained by applying an ex-
ponential operation on the consistency score. To recap, the
exp(.) function is used to bound the KL-divergence consis-
tency score between ]0,1], which otherwise is unbounded.
The rectification weight can be regulated by using a tem-
perature hyperparameter -y, that controls the steepness of
the exp(.) curve. In other words, higher the value of ~,
more quickly the curve goes to zero, and vice-versa. The
rectification weight which is a function of + is given as:

M
> exp(—yLa(®", ")) (A2)
J=1,j#i

M 1

It can be observed from the Fig. [AT] (right) that the per-
formance of CoaST does not vary much while changing the
temperature . Indeed, we see that the average mloU re-
mains in a tight range of 70.5% to 71.3%, even for extreme
values of . Note that we vary the value of v between 0.01
and 10 in our ablation study, whereas we report the loga-
rithmic values of +y in Fig.[AT|on the x-axis for clarity of the
plot.

D. Quantitative Comparison.

D.1. Detailed Results of the Synthetic to Real Set-
tings

In the Tab. [3]of the main paper, we reported the summary
of the performances on all the settings with GTAS as the

source domain. In this section, we report the detailed class-
wise results for those settings. The Tab. and
detail the results on the 7-class setting while the Tab.
detail the results on the /9-class setting. Note that the de-
tailed results of G2CI are already shown in Tab. [T] and the
Tab. 2] of the main paper.

In Tab.[A2] [A3]and [Ad] we can see that our CoaST out-
performs all the baselines and MTKT [26]] in 7-class bench-
mark for most of the classes. These results are in-line with
the summarized results reported in the main paper and con-
firm the consistent gain provided by our CoaST for the ma-
jority of the classes. In Tab.[A5] we show the detailed com-
parison with Individual and MTKT in 19-class benchmark.
Note that, the detailed comparison with scores reported for
every class is not reported in paper introducing CCL [14]
and ADAS [16]. Since their codes are not publicly avail-
able, we could not provide the detailed class-wise scores.
The comparison with CCL [[14]] and ADAS [16] could only
be reported as in Tab. |3|of the main paper.

D.2. Synthetic to Real scenario: summary of all the
Settings.

In the main paper, we report in Tab. 3| the average mloU
considering all the possible target configurations on the
19-classes Benchmark in the Synthetic to Real scenario.
We now report the results on the 7-classes Benchmark in
Tab. In short, we observe that CoaST obtains perfor-
mance on par with ADAS [16]]. CoaST obtains the pest av-
erage performance in three configurations over four. These
experiments demonstrate again the robustness of our ap-
proach.

D.3. Detailed Results of the Real to Real Settings

Here we show the comparison with MTKT in all the Real
to Real settings on the 7-class benchmark. We observe from
the Tab. that CoaST can clearly outperform MTKT in
all the real to real configurations. This again proves the
versatility of CoaST as it can yield better performance when
trained on both synthetic and real source domains.

D.4. Comparison with other MTDA methods.

In this section, we compare our methods with other
MTDA methods in the literature that have been proposed for
object recognition. Following CCL [14]], we report the num-
bers of CoaST on the 19-class benchmark in the Tab.
Note that only CCL [14] and CoaST are specifically de-
signed for semantic segmentation. The baselines in the
MTDA setting [11} 22] that are designed for object recog-
nition perform sub-optimally with respect CCL [14]. How-
ever, CoaST surpasses CCL [14] by a non-trivial margin,
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Figure A1l: Sensitivity analysis of our proposed CoaST for the 7-class MTDA configuration of GTAS — Cityscapes + IDD.
Left: we vary the pair-wise loss weight \ and evaluate the mIoU for the target domains. The performance curve remains
stable over a wide operating window, and starts to degrade only for extreme values of the A. Right: we vary the temperature
~ and evaluate the mIoU for the target domains. We notice that the average mloU varies slightly with . On the x-axis we

plot the logarithmic values of the hyperparameters for clarity

GTAS — Cityscapes + Mapillary

Method Target| flat constr object nature sky human vehicle mloU|Avg.
misidl B9 |\ |95 126 310 753 941 507 738 |96 |
Data Cont. B5) |y logo 713 311 730 926 466 Tes | 657"
woses | § (330555 000 G0 R0 s
MIKTES |\ lne 753 310 753 sas 522 798 |708 |

ADASTIE02 X512\ |q's 737 410 754 934 85 772 |26 ™0
CoSTOw) | 1 |92 748 375 74 892 519 mas |73 |

Table A2: The comparison of CoaST with the state-of-the-art on the 7-classes benchmark using the GTAS — Cityscapes +
Mapillary configuration. We observe that CoaST outperforms MTKT on several classes and also on average

validating the importance of data driven image stylization
for the MTDA in semantic segmentation.

D.5. Direct Transfer to Unseen Domains

Similar to [26], we directly test our adapted model on
a new (or unseen) target domain to evaluate the general-
ization ability of our model. This setting is often referred

to as open-compound domain adaptation in the literature.
In the Tab. [A9] we report the comparison of the general-
ization ability with other methods on 7-class benchmark.
We can observe that among considered MTDA baselines,
our CoaST has the best generalization ability. This hints at
the fact that our proposed cooperative self-training realized
with feature stylization can induce better generalizability.



GTAS — Mapillary + IDD

Method Target| flat constr object nature sky human vehicle mloU|Avg.

. M [895 72.6 31.0 753 941 507 738 |69.6
Individual 331 |1 \g15 531 160 782 907 479 789 |65.1 |07

1T M [89.6 71.0 342 745 929 473 786 | 69.7
Data Comb. I35 1 \g1'¢ 540 174 769 923 514 784 |66.0 |07

. [ M (899 717 287 1760 93.6 516 797 | 702
Multi-Dis [26] |1 1914 5409 146 785 93.0 511 79.0 | 66.1 |°%]
, M [888 732 315 747 941 525 799 | 70.7
MTKT [26] I |914 559 135 767 92.1 523 794 | 659 |98
M 905 759 372 173.6 90.8 57.5 813 | 724
I

933 609 198 793 912 54.1 82.6 | 68.7

CoaST (Ours) 70.6

Table A3: The comparison of CoaST with the state-of-the-art on the 7-classes benchmark using the GTA5 — Mapillary +
IDD configuration. We observe that CoaST outperforms MTKT on several classes and also on average

GTAS — Cityscapes + Mapillary + IDD

Method Target| flat constr object nature sky human vehiclemloU|Avg.
93,5 80.5 26.0 785 785 551 764 | 69.8
89.5 72.6 31.0 753 94.1 50.7 73.8 |69.6 |68.2
91.2 53.1 160 782 90.7 479 789 | 65.1
93.6 80.6 264 78.1 81.5 519 764 | 69.8
89.2 724 324 730 92.7 41.6 749 | 68.0 [67.8
920 546 157 772 905 50.8 78.6 | 65.6
94.6 80.0 20.6 793 84.1 446 782 | 68.8
89.0 725 293 755 947 503 789 | 70.0 |68.2
91.6 542 13.1 784 93.1 49.6 803 | 65.8
94.6 80.7 238 79.0 84.5 51.0 792 |704
90.5 73.7 325 755 943 512 80.2 | 71.1 |69.1
91.7 556 145 78.0 92.6 498 794 | 659
95.8 824 383 824 850 60.5 80.2 | 749
89.2 71.5 452 758 923 56.1 754 | 722|713
89.9 52.7 25.0 78.1 92.1 51.0 779 |66.7
944 80.2 27.0 82.6 883 546 81.0 | 72.6
91.7 749 362 739 920 575 795 | 722|717
94.6 62.0 21.0 82.6 92.6 554 83.7 | 703

Individual [35]

Data Comb. [35]

Multi-Dis [26]

MTKT [26]

ADAS [16](1024 x 512)

CoaST (Ours)

—2Q=ZQ=20—=X0=X0~Z0

Table A4: The comparison of CoaST with the state-of-the-art on the 7-classes benchmark using the GTAS — Cityscapes
+ Mapillary + IDD configuration. We observe that CoaST outperforms MTKT on several classes and also on average.
Particularly, the gain in performance for CoaST over MTKT for the IDD is fairly substantial



GTAS — Cityscapes + IDD

Method

A ° -
= ) & 3
= =% ‘A > = 8 2

> S

road
sidewalk
building
fence
light
terrain
person
rider
truck
train
motor
bike

mloU

Avg.

Individual [35)

88.8 23.8 81.527.7 27.3 31.7 33.2 22.9 83.1 27.0 76.4 58.5 28.9 84.3 30.0 36.8 0.3 27.7 33.1
94.1 24.4 66.1 31.3 22.0 25.4 9.3 26.7 80.0 31.4 93.548.743.8 71.449.4285 0 48.734.3

433
43.6

43.5

MTKT

88.537.279.1 22.8 19.8 26.3 33.8 16.7 84.8 34.2 80.5 54.9 15.0 84.1 27.541.2 0.3 279 7.0
82.724.254.229.322.024.8 8.4 52.078.718.292.1 38.651.072.560.827.6 0 545 14.1

41.7
43.3

42.5

CoaST (Ours)

— O — 0| — 0 Target

81.7 38.3 71.0 33.3 30.7 35.1 38.2 37.6 86.4 46.9 81.9 63.4 27.4 84.5 29.4 45.6 0.3 32.6 31.3
85.7 36.1 65.1 33.2 23.7 32.8 19.0 62.9 82.5 29.5 91.8 52.1 55.3 83.4 62.946.1 0 555185

47.1
49.3

48.2

GTAS — Cityscapes + Mapillary

Method
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= =9 > S

on A

=<

wv

road
sidewalk
building
fence
light
terrain
person
train
motor

=]
2P
7

bike

mloU

Avg.

Individual [35]

88.8 23.8 81.527.7 27.3 31.7 33.2 22.9 83.1 27.0 76.4 58.5 28.9 84.3 30.0 36.8 0.3 27.7 33.1
81.1 18.6 74.8 23.9 28.9 30.3 35.7 33.7 78.4 40.7 93.3 49.5 42.3 80.4 35.1 34.2 17.8 41.8 36.1

43.3
46.1

44.7

MTKT [26]

89.2 36.1 81.5 31.6 22.1 28.4 31.4 13.8 85.1 34.3 83.5 57.6 19.1 86.1 36.0 44.1 0.4 32.5 6.1
86.8 38.7 78.7 27.0 28.4 29.5 37.3 34.6 78.4 42.3 94.9 53.7 37.9 84.2 41.1 34.5 15.5 44.0 18.0

43.1
47.6

45.4

CoaST (Ours)

Z 0| 0L 0| Target

82.1 36.2 77.5 47.4 34.9 36.7 42.0 36.6 87.2 38.6 80.8 60.6 21.6 86.1 33.3 45.7 2.5 26.2 34.7
84.7 44.4 80.3 35.7 27.7 37.2 45.1 51.8 73.8 42.4 93.7 64.5 42.2 83.9 49.0 44.0 10.0 38.5 35.6

47.9
51.8

49.9

GTAS — Mapillary + IDD
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terrain
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walk
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7/]

mloU

Avg.

Individual [35]

81.1 18.6 74.8 23.9 28.9 30.3 35.7 33.7 78.4 40.7 93.3 49.5 42.3 80.4 35.1 34.2 17.8 41.8 36.1
94.1 24.4 66.1 31.3 22.0 254 9.3 26.7 80.0 31.4 93.548.743.8 71.449.4285 0 48.734.3

46.1
43.6

44.9

MTKT [26]

85.4 42.8 78.6 28.9 32.8 31.0 32.8 35.4 79.8 45.0 95.1 54.1 34.3 82.5 36.2 34.1 9.5 40.6 37.6
82.1 14.1 56.4 31.4 21.3 28.6 12.5 43.0 81.0 26.9 93.6 35.8 46.9 76.2 56.939.5 0 50.5134

48.2
42.6

45.4

CoaST (Ours)

—~ Z|—~ Z|~ Z| Target

79.4 35.3 81.0 34.6 30.9 37.8 43.7 52.7 74.1 45.0 93.4 63.7 43.2 84.9 48.2 51.3 5.3 39.8 36.6
87.1 30.1 66.3 34.7 21.8 34.5 18.9 66.0 80.6 41.7 91.3 52.8 55.8 83.7 58.4 48.0 0 55.6 13.2

51.6
49.5

50.6

GTAS — Cityscapes + Mapillary + IDD

Method

> 172]

e
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=} o 2] 2

sidewalk
building
walk
fence
light
terrain
person
rider
truck
train
motor

=
=9

bike

7]

mloU

Avg.

Individual [35]

88.8 23.8 81.5 27.7 27.3 31.7 33.2 22.9 83.1 27.0 76.4 58.5 28.9 84.3 30.0 36.8 0.3 27.7 33.1
81.1 18.6 74.8 23.9 28.9 30.3 35.7 33.7 78.4 40.7 93.3 49.5 42.3 80.4 35.1 34.2 17.8 41.8 36.1
94.1 24.4 66.1 31.3 22.0 25.4 9.3 26.7 80.0 31.4 93.548.743.8 71.449.4285 0 48.7 34.3

43.3
46.1
43.6

43.3

MTKT [26]

85.933.7 81.230.220.0 31.3 32.7 17.5 84.1 33.2 80.8 56.1 16.8 83.2 26.0 39.2 10.9 24.4 13.7
85.942.1 76.1 29.1 28.7 30.3 35.1 34.4 76.6 43.1 93.7 55.2 31.1 82.7 37.8 31.8 20.8 37.8 17.3
83.1 16.9 55.7 34.7 21.3 27.6 8.0 48.6 77.726.9 91.9 36.7 46.2 74.2 56.1 41.3 0 48.715.7

422
46.8
42.7

43.9

CoaST (Ours)

—~ Z O|—= Z 0|~ 2 0| Target

88.4 43.0 80.0 30.9 29.4 37.6 36.9 42.1 86.2 40.9 81.5 60.1 15.4 85.5 33.5 44.5 4.6 30.7 26.7
82.8 44.8 79.5 32.3 37.9 38.3 38.2 52.4 76.0 45.5 92.9 65.2 39.2 85.8 51.0 43.1 6.2 38.227.3
86.9 29.0 64.1 31.2 20.2 36.7 14.8 51.9 82.3 48.2 92.7 51.8 53.6 83.8 60.7 46.6 0 50.520.6

47.2
514
48.7

49.1

Table AS: The detailed class-wise comparison of CoaST in the 19-class setting with the existing state-of-the-art methods.
In all the experiments, GTAS is considered as the source domain and the various combinations of the other benchmarks are
considered as the target domains. In all the configurations our CoaST clearly outperforms the existing baselines by a clear
margin



7-classes Benchmark

Target mloU mloU
CIM method C I M|Avg
MTKT [26] 70.4 659 - | 68.2

v v/ - |ADAS [16)(1024 x 512)|75.4 66.9 - | 71.2
CoaST (Ours) 72.670.0 - | 713
MTKT [26] 71.1 - 70.8| 71.0
Vv - |ADAS [16](1024 x 512)|75.3 - 72.6| 73.9
CoaST (Ours) 723 - 723|723

MTKT [26] - 65.970.7| 68.3

-/ V/|ADAS [16)(1024 x 512)| - - - -
CoaST (Ours) - 68.772.4| 70.6
MTKT [26] 70.4 659 71.1| 69.1

Vv v/ V|ADAS [16](1024 x 512)(74.9 66.7 72.2| 71.3
CoaST (Ours) 72.6 70.3 72.2| 71.7

Table A6: Summary of performances obtained on the 7-
classes Benchmark with different dataset configurations.
Cityscapes, IDD and Mapillary are referred to as C, I and
M respectively. We report the mloU averaged over the tar-
get domains.



Cityscapes — Mapillary + IDD

Method |Target| flat constr object nature sky human vehicle mIoU Avg.

: M (883 704 316 759 944 509 77.0 | 69.8
MTKT(20] I |93.6 549 186 840 945 534 79.2 | 683 69.0

M (90.2 734 37.2 78.8 923 59.2 84.1 | 73.6

CoaST (Ours)l '\ 1951 580 266 854 93.0 590 839 |716 | %0

Mapillary — Cityscapes + IDD

Method |Target| flat constr object nature sky human vehicle mIoU Avg.
: C (947 819 356 83.0 84.7 57.0 839 | 744
MTKTI26] I (952 61.6 246 854 943 557 81.1 |71.1 721
C |956 844 36.7 839 88.2 58.2 85.8 |76.1
I

95.5 646 31.1 858 946 58.2 84.7 | 735
IDD — Cityscapes + Mapillary

CoaST (Ours) 74.8

Method |Target|flat constr object nature sky human vehicle mloU|Avg.

1 C (967 828 310 847 898 60.2 851 | 758
MIKRTI2OL |\ 1904 712 338 79.1 958 553 790 |72.1 |7

C 1965 843 33.6 847 891 583 858 | 76.0
CoaST (Ours)l  \1 1910 763 397 822 960 59.0 83.1 |753 |

Table A7: The detailed comparison of CoaST with the state-of-the-art on the 7-classes benchmark in all Real to Real scenar-
ios. CoaST clearly outperforms MTKT in all the real to real configuration.

GTAS — Cityscapes + IDD

Setting Method (I:nIOIi Avg.
DG | Yue et al. [40] |42.1 42.8|42.5
MTDA-ITA [11]]40.3 41.2|40.8
MT-MTDA [22]]43.2 44.0({43.6

CCL [14] |45.046.0(45.5

CoaST (Ours) |47.1 49.3(48.2

MTDA

Table AS8: The quantitative comparison of our CoaST with
different MTDA methods on the /9-class benchmark for
the GTA5 — Cityscapes + IDD configuration. CoaST out-
performs the considered MTDA baselines that are designed
for either object recognition or semantic segmentation. DG
stands for domain generalization setting and a method de-
signed for such a setting is also under performed by CoaST



Direct Transfer to an Unseen Target Domain

Setup Method Test| flat constr object nature sky human vehicle mIoU
Data Comb. [35] 884 71.0 310 724 92.0 374 747 | 66.7

G Cal Multi-Dis[26) M 89.2 72.1 21.7 738 940 348 759 | 659
MTKTI26] 89.8 74.0 304 74.1 93.6 52.6 794 | 70.6

CoaST (Ours) 91.6 739 348 77.8 930 57.7 819 | 729

Data Comb.[35] 91.6 547 139 765 909 483 77.5 | 64.8

G Ca+M Multi-Dis[26] I 91.2 546 129 77.7 925 503 78.6 | 654
MTKTI|26] 91.5 56.1 123 76.1 909 514 792 | 654

CoaST (Ours) 93.2 597 171 80.1 91.0 51.7 81.2 | 67.7

Table A9: The quantitative comparison for direct transfer to new (or unseen) domains in 7-class benchmark. GTAS,
Cityscapes, Mapillary and IDD are referred to as G, C, M and I, respectively. The Test column denotes the unseen tar-
get domain where the models have been evaluated



