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ABSTRACT
Deploying a social robot in the real world means that it must in-
teract with speakers from diverse backgrounds, who in turn are
likely to show substantial accent and dialect variation. Linguistic
variation in social context has been well studied in human-human
interaction; however, the influence of these factors on human in-
teractions with digital agents, especially embodied agents such as
robots, has received less attention. Here we present an ongoing
project where the goal is to develop a social robot that is suitable
for deployment in ethnically-diverse areas with distinctive regional
accents. To help in developing this robot, we carried out an online
survey of Scottish adults to understand their expectations for con-
versational interaction with a robot. The results confirm that social
factors constraining accent and dialect are likely to be significant
issues for human-robot interaction in this context, and so must be
taken into account in the design of the system at all levels.

CCS CONCEPTS
• Social and professional topics → Cultural characteristics; •
Human-centered computing → Natural language interfaces;
User studies.
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1 INTRODUCTION
When a social robot is deployed in the real world, it has to interact
with speakers from diverse backgrounds, who in turn are likely
to show substantial accent and dialect variation. It is already well
known that speech recognition in (non-embodied) digital agents
performs more poorly for speakers of non-standard dialects [11].
However, while public-space interaction is an increasingly well-
studied problem in Human-Robot Interaction, and there have been
a few recent results on sociophonetic interaction with digital agents
[31], less is known about the specific role of sociolinguistic variation
in the context of HRI.
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Our goal is to develop a robot that can be deployed in real-world
contexts, and so in socially and ethnically-diverse areas with dis-
tinctive regional accents, which characterises most contemporary
urban settings. We aim to design, and then refine, a conversational
system for the robot to function most effectively in this sociolin-
guistic context, meeting users’ expectations and supporting fluid
natural-language conversations with a wide range of interaction
partners. As part of the robot design process, we conducted an
online study of 151 Scottish participants to measure their a priori
expectations about spoken interactions with the robot. The survey
covers various aspects of user expectations, including factors such
as whether the participants expect the robot to understand them
easily and whether they anticipate changing their speech when
talking to the robot. The survey also gathered a range of demo-
graphic factors from the participants, which we use to inform the
impact of social factors on users’ expectations.

2 BACKGROUND
2.1 How do humans talk to each other?
To appreciate how humans might respond to artificial agents, we
need first to consider the wealth of information from sociolinguistic
research into what happens when humans talk to each other, since
it is likely that humans extend and adapt behaviours evolved for
interpersonal interaction to that with non-human agents [19]. Vari-
ationist sociolinguistics has empirically demonstrated systematic
relationships between linguistic variation and group-level social fac-
tors, including age, gender, region, social class and ethnicity [12, 28].
Related to this, many languages show systematic distinctions be-
tween supralocal ‘standard’ varieties, associated with prestige, edu-
cation, professional roles, and national media and broadcasting, and
‘non-standard’ dialects, associated with local traditional regional
working-class communities, and/or migrant ethnic communities,
and often represented in entertainment media [18].

Intraspeaker linguistic variation, analysed under ‘speech style’,
is also systematic, responsive to a number of factors and explained
by several complementary theories [9]: speakers may monitor their
speech especially when in more formal situations, shifting to more
standard linguistic variation; they may accommodate their speech
patterns to those of their interlocutor, or when this is phonologi-
cally or socially incongruent, may diverge; they may design their
speech for their audiences, both present and imagined; and they
may construct locally-meaningful sociolinguistic identities, which
enable speakers to affiliate or differentiate themselves from others.
Speakers and listeners are also highly sensitive to social information
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present in the speech signal, often displaying accent bias (‘accen-
tism’) which typically favours standard over non-standard accents
[13], in turn influencing cognitive and linguistic processing [21, 32].

2.2 How do humans respond to artificial agents?
Users are known to form initial impressions of an agent based
on how it talks, even quite a subtly; for example, Torre et al. [30]
compared user behaviour when interacting with virtual partners
that used either Southern Standard British English or a regional
variety, and found that users’ trust in the agent appeared to be
affected by the initial impression of the agent formed from its dialect,
echoing the results of how humans evaluate standard and regional
UK accents [10]. In the context of physically embodied robot agents,
while a small number of papers have directly investigated the role of
accent [15, 29], the influence of this factor remains under-explored.

Understanding the interaction between humans and digital agents
rests on many variables, including: the design of the agent’s inter-
action capabilities (e.g. script, voice/accent), the capacity for the
automatic speech recogniser (ASR) to recognize voices/accents,
the responses of humans to computers in general [19], and digital
agents in particular [6], ranging from listener preferences for certain
voice types or personae [7], to speaker responses to, and alignment
with, digital agents’ speech [4, 23], and listeners extending existing
accent bias to digital voices [16]. The perceived gender of the agent
can also affect users’ interactions with the agent, and an increas-
ing body of work is examining how these gendered expectations
influence users’ interactions with virtual agents [1].

Despite all of these factors, modern digital agents usually interact
in standard language, using voices with standard accents (Southern
Standard British English, General American) and are equipped
with ASR systems whose performance can be trained to individual
interlocutors, but tend to perform better with standard dialects.
This is partly for accessibility reasons, with the goal of supporting
the widest possible number of users, and partly as a result of biases
within the speech technology industry and NLP more generally
[5, 11]. However, note that this is starting to change: Apple’s Siri
has recently added a range of new default American voices, and
also no longer defaults to a gendered voice [20], while the BBC’s
‘Beeb’ voice assistant has been given a Northern accent [3].

In contrast with the increasing work on how users form impres-
sions based on a virtual agent’s speech, relatively little is known
about how humans styleshift towards digital agents, though there
is evidence for fine-grained adjustments in speech rate to an avatar,
and even more so if the speaker identifies with the agent, even
whilst knowing it is an avatar [7, 24]. There is also evidence that
speakers will adapt their speech towards a virtual agent in the same
way that they would adapt to a non-native speaker [14].

3 SOCIOLINGUISTIC EXPECTATIONS FOR HRI
The overall goal of this project is to develop an English-speaking
robot that can be deployed successfully in public spaces in an ur-
ban context known to show socially and ethnically diverse, non-
standard accents; for the initial study, we specifically consider the
Scottish city of Glasgow. For this robot, as for all public robots, it is
crucially important that users are able to interact with it with as few
barriers as possible. For this reason, and in the absence of research

on the sociolinguistics of HRI, we began the design process by
conducting an online survey of Scottish adults to understand their
expectations about human-robot interaction, and also to determine
how those expectations are influenced by social factors.

Scotland, and in particular, Scotland’s largest city, Glasgow, rep-
resents an excellent case study for a potentially challenging real-
world sociolinguistic situation for HRI. Glasgow is Scotland’s most
socially and ethnically diverse city, with much of the population
speaking a dialect of Scottish English, also known as ‘Scots’, which
historically continues a form of Northern Anglian, and which is dif-
ferent in terms of accent, grammar and vocabulary, from Standard
Scottish English, which continues Southern English adopted into
Scotland since the 17th century [8]. Glasgow Scots holds substantial
covert prestige and acts as a strong marker of solidarity amongst
working class speakers [17, 27], though many middle-class speak-
ers can also switch, or drift, between Scots and Standard Scottish
English depending on interlocutor and context, with more formal
contexts provoking the shifts to the overtly prestigious standard
[25]. Glasgow is also home to a number ofminority ethnic communi-
ties, notably the Glasgow-Asian (‘Glaswasian’) and Scottish-Polish
heritage communities, both of whose accents have been researched
[22, 26], as well as refugee and asylum seeker communities.

The Glasgow dialect is notoriously difficult for speakers of other
English dialects to understand [2]. Anecdotally, Scottish speakers
complain that digital agents cannot understand their accents, as
captured by the well-known BBC Scotland ‘Voice Activated Eleva-
tor’ comedy sketch (https://www.bbc.co.uk/programmes/p00hbfjw)
and also in comments such as this from our recent survey:

• ‘... When using speech recognition like work dictate and
Alexa and Siri they don’t really get the gist of what I am
saying .’ (Female, 30-34, Middle class)

3.1 The survey
To determine user expectations about the robot, an anonymous
online survey was conducted. Participants were recruited through
social media, with a particular outreach to Scottish participants.
The survey asked a number of questions about users’ previous
experience interacting with artificial agents and robots, their expec-
tations for interacting with robots in the future, and what factors
they anticipated might affect the quality of those interactions; for
many of the questions, a free-form box was provided to gather
additional details about the responses. At the end of the survey,
users were asked to answer a range of core demographic questions,
and were then invited to give any additional free-text comments
on the general topic of human-robot interaction in public spaces.
The full list of survey questions is available online at <https://www.
dcs.gla.ac.uk/~mefoster/survey_questions_hri2023_lbr.pdf>.

The survey had 151 participants. The majority were Scottish
residents, largely from the Glasgow area. Around two-thirds of
the participants identified as female, with a broad age distribution.
Approximately half of the participants (75 of 151) self-identified as
working class, while the others either identified as middle class or
indicated that they did not believe social class matters.

https://www.bbc.co.uk/programmes/p00hbfjw
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(a) ‘I will be able to understand the robot.’

(b) ‘I will have to change the way I speak for the robot to understand me.’

(c) ‘I believe having a conversation with the robot will be easy.’

Figure 1: Summary of relevant questionnaire responses

3.2 Results
3.2.1 Quantitative analysis. For this analysis, we concentrated on
users’ responses to the following items from the survey, as they
directly address the overall research goal of assessing users’ expec-
tations of conversations with a robot.

• I will be able to understand the robot.
• I will have to change the way I speak for the robot to understand
me.

• I believe having a conversation with the robot will be easy.

The overall pattern of responses to these three survey items
are shown in Figure 1. In general, the study participants did not
anticipate any difficulty understanding the robot (Figure 1a), but
largely felt that they would need to change they way they spoke for
the robot to understand them (Figure 1b). Responses on the final

item showed a clearer pattern, in that 70% of respondents expressed
doubt (‘Maybe’/‘No’) about whether having a conversation with
the robot would be easy (Figure 1c).

We then examined the influence on these results of three main
social factors: Age, Social class, and Gender identity. The graphs in
Figures 2–4 present the results broken down by these three factors.
For each question, we present the descriptive patterns in the results,
and then identify any significant effects. Note that not all of these
patterns were found to be statistically signficant, likely due to the
complexity of interactions across the social factors as shown on
the graphs.
Understanding the robot The detailed responses for this ques-

tion are shown in Figure 2. In general, younger participants
were more confident about understanding the robot than
older participants, across all gender and social class combi-
nations, while it also appears that both middle-class respon-
dents and male respondents gave generally more positive
answers on this question. The influence of age was found to
be significant on a 𝜒2 test: 𝜒2 = 15.071, df = 6, 𝑝 < 0.05)

Changing speech The detailed responses for this question are
shown in Figure 3. The main factor of note on this question
was that, for male participants only, the participants’ age had
a very significant effect on their responses to this question
(𝜒2 = 19.596, df = 6, 𝑝 < 0.005), with young men the least
likely to expect to change their accent. There are also two
non-significant trends: female participants generally antici-
pated having to change their speech style more, and social
class affects reponses in interaction with gender for young
participants, but in opposite directions.

Ease of interaction The detailed responses for this question are
shown in Figure 4. Young men appear to have been more
positive about the interactions with the robot than young
women, while for the older age groups, the responses from
female participants appear to have been more confident. As
on other questions, theworking-class respondents, especially
young females and young and middle-aged males, were also
less positive about the ease of interacting with the robot.

3.2.2 Qualitative analysis. We also carried out a qualitative analy-
sis of the free-form response data, which reveals several recurrent
themes echoing the general patterns from the quantitative anal-
ysis above. Concern about the robot’s ability to understand the
participants’ accent is a prevalent theme, especially in respondents
identifying as working-class, indicating that sociolinguistic fac-
tors, especially relating to non-standard dialects, are likely to affect
Human Robot Interaction. In fact, 30 of the participants (mainly
self-identified working class) explicitly mentioned accents when
elaborating on a ‘No’ or ‘Maybe’ response to the question about
ease of interaction; some representative responses include:

• ‘Would the robot understand my accent? If not, it would
mean repeating myself over and over.’ (Male, 50-54, Working
class)

• ‘Difficulty understanding accent may lead to having to repeat
myself for the robot to understand me, or it may never end
up understand me.’ (Female, 20-25, Working class)

• ‘Its ability to understand my accent for certain words.’ (Fe-
male, 35-39, Working class)
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Figure 2: Detailed responses to ‘I will be able to understand
the robot’

Figure 3: Detailed responses to ‘I will have to change the way
I speak for the robot to understand me.’

In response to a later question asking about experiences with con-
versational agents, some participants raised similar issues. For ex-
ample, when referring to a voice-enabled navigation system, one
participant said:

• ‘It didn’t understand my accent and after a few attempts
it ignored me and said ‘Closing Down’ in a snotty English
accent, and I ended up swearing at it.’ (Female, 55-59, Class
not disclosed)

Note however that many participants also reported positive past
experiences with conversational systems and robots, with many
specifically referring to the ‘fun’ aspects of these interactions.

4 SUMMARY AND FUTURE DIRECTIONS
The underlying motivation for this project is to increase the under-
standing of how insights from sociolinguistics regarding human-
human conversation transfer to the human-robot situation, par-
ticularly when it comes to social factors relating to accent and

Figure 4: Detailed responses to ‘I believe having a conversa-
tion with the robot will be easy?’

dialect for both human and robot. To study this, we are developing
a public-space social robot with the goal of deploying it regularly
in a range of sociolinguistic contexts. To gather user expectations
of this sort of robot, we carried out an online survey to gather user
expectations about HRI from Scottish adults: Scotland represents a
challenging real-world sociolinguistic situation for this HRI, with a
range of socially and ethnically diverse, non-standard dialects.

Our results reveal a sociolinguistic asymmetry for HRI: poten-
tial robot users expect to be able to understand the robot (likely
assuming that it will speak standard English), but they also assume
that the robot might have difficulty understanding them, and that
they might need to change the way they speak to have a success-
ful interaction. Moreover, participant responses are modulated by
interacting social factors of age, gender and social class. Misunder-
standing of accent and dialect was also mentioned frequently as a
potential issue in the free-text responses from this largely Scottish
sample. These findings indicate, along with those for digital agents
[16, 31], that interaction with embodied agents is also subject to the
kinds of sociolinguistic constraints which govern human-human
communication [c.f. 19], and hence opens up our understanding of
interaction as a multidimensional continuum which extends and
encompasses a range of interlocutors, human and agent.

The immediate next step in this project is to develop an initial
robot system and to carry out sociolinguistic observation of user
interaction and reactions to it in public spaces. This survey has given
some suggestions as to the user expectations. Observing actual
interactions will provide input onmore specific design decisions: for
example, will users style-shift towards the robot? Is this behaviour
affected by whether the robot is given a regionally accented voice?
And, how are these (and other) behaviours influenced by social
factors? Follow-up interviews with participants to understand their
expectations and concerns more deeply will also help to develop a
robot that meets the expectations and requirements for public-space
interaction in real-world contexts.
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