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Abstract
Fooling adversaries with traps such as honeytokens can slow down
cyber attacks and create strong indicators of compromise. Unfortu-
nately, cyber deception techniques are often poorly specified. Also,
realistically measuring their effectiveness requires a well-exposed
software system together with a production-ready implementa-
tion of these techniques. This makes rapid prototyping challenging.
Our work translates 13 previously researched and 12 self-defined
techniques into a high-level, machine-readable specification. Our
open-source tool, Honeyquest, allows researchers to quickly evalu-
ate the enticingness of deception techniques without implementing
them. We test the enticingness of 25 cyber deception techniques
and 19 true security risks in an experiment with 47 humans. We
successfully replicate the goals of previous work with many con-
sistent findings, but without a time-consuming implementation of
these techniques on real computer systems. We provide valuable
insights for the design of enticing deception and also show that the
presence of cyber deception can significantly reduce the risk that
adversaries will find a true security risk by about 22% on average.
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• Security and privacy→Web application security; Intrusion
detection systems; Systems security; Network security.
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1 Introduction
Cyber deception deceives adversaries about the true appearance
of a software system, tricking them into taking (or not taking)
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actions that are not in their favor [108, 110, 102]. Imagine that an
attacker has already broken into a container somewhere in your
infrastructure, completely undetected by any security measures. At
this stage, the goal of such an adversary could be to move laterally
through your infrastructure and take over additional resources.
We can defend against that by placing honeytokens [92, 93] in the
container: Fake credentials or tokens that trigger an alarm when
used. Such incidents may then be escalated to a human operator
for further investigation. Benefits of honeytokens are: [40, 39]

(1) Adversaries are slowed down as they waste time with
unsuccessful exploit attempts.

(2) Defenders get strong indicators of compromise (IoCs)
from such alarms for incident resolution.

(3) Reduces the risk of adversaries exploiting true weak-
nesses because they are distracted by honeytokens.

Recent research has come up with great techniques to deceive
attackers (§8.1). But are they effective? Will attackers fall for such
traps, or will they see through them? After all, hackers are neither
lazy nor stupid. Bowen et al. [24] introduced various properties
that can guide us in designing effective decoys. Ben Salem and
Stolfo [22] found six of them to be very important, the first three
being detectability, conspicuousness, and enticingness.Detectability
describes the necessary requirement to detect when a trap has been
triggered. Enticingness describes how attractive a trap is for an
adversary, how well it lures them and awakens desires and hopes
to achieve their mission. Conspicuousness is similar to enticingness,
but conspicuous traps are chosen by adversaries because they are
easily found, clearly visible, or obvious, but not necessarily because
they are attractive. To measure these properties with real humans,
researchers typically use one of threemethods (depicted in Figure 1):
Capture The Flag (CTF) events, honeypots, or questionnaires.

CTF events, red team engagements, or cyber ranges [88,
41, 14, 11, 46, 40, 91, 56, 22, 101, 30, 29, 87, 21, 54, 7–9] are com-
petitions where participants attack and defend software systems.
Creating such environments for deception experiments is very
labor-intensive because engineers have to setup the infrastructure,
mimic a realistic app, and implement traps. The latter also presents
various technical challenges [87, 55, 60].

Honeypots in the wild [24, 54, 83, 82, 25, 43] are software
systems that want to be attacked. While deploying such honeypots
brings the closest contact to real adversaries, it typically requires
a well-exposed software system that is of interest to adversaries,
along with a production-ready implementation of traps. In addition,
it relies on waiting for attackers to come along and fall for the traps,
resulting in slow feedback loops.
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Evaluation of CDTs

CDT Design

HoneYAML
(§4.2)

Shared CDT Specification

Text-based
Questionnaires

✓ simple, easy, and
implementation-free

✘ requires humans and
often lacks connection
to technical aspects

Honeyqest
(§4.3)

✓ mimics system
properties without

implementation needs

✘ still requires hu-
mans right now

CTF
Experiments

✓ close to real-world

✘ requires humans and
often labor-intensive
implementations of
apps and services

Honeypot
Deployments

✓ real-world

✘ dependent upon
attracting real attackers
and a production-ready
implementation of traps

Deployment
in Real-World
Applications

Engage
Real Attackers

In the Reconnaissance
Phase of their Attacks

Replicated Findings
(§7.3)

Figure 1: The lifecycle of designing, evaluating, and deploying CDTs, with the ultimate goal of engaging real adversaries.

Questionnaires [39, 88, 4, 37, 41, 82, 83, 11, 17, 46, 40, 23, 87]
can rapidly test specific deception hypotheses. CTF events and hon-
eypots can hardly measure psychological properties [38], which
explains why they are often accompanied by questionnaires [87, 88,
41, 40, 46, 11, 83, 82]. However, we argue that text-based question-
naires quickly become detached from the technical “views” that
adversaries typically gain from a system.

Our work introduces Honeyquest as a method that combines
the benefits of questionnaires with the realism of CTF events and
honeypots. Questions in Honeyquest – we call them queries – imi-
tate the technical views that adversaries typically gain of a software
system, e.g., by presenting a real file listing with honeytokens in
it. We ask participants to mark what they would try to exploit
and where they spot potential traps. This allows us to measure
the enticingness of various Cyber Deception Techniques (CDTs)
in a fast and controlled manner. To bridge the gap to an actual
technical implementation of CDTs within a software system, we
introduce HoneYAML. We describe traps in our questionnaires
with HoneYAML, but also use it to directly configure deception
products. HoneYAML further allows us to clearly define traps and
conduct easily reproducible experiments with them. We contribute:

(1) A method to test the enticingness of CDTs (§3).
(2) A translation of 13 previously researched [88, 87, 54, 77, 75,

83, 82] and 12 self-defined CDTs, into HoneYAML: A high-
level, machine-readable specification of CDTs (§4.2).

(3) Honeyquest: A flexible open-source1 tool for setting up
studies that measure the enticingness of CDTs (§4.3).

(4) Results of a human subject study using Honeyquest: We
show 47 humans 80 neutral, 23 risky, and 71 deceptive
components of a web application (§6). Our results validate
many previous findings and also unveil new insights (§7).
Raw data from that study is available in our repository.

2 Problem Statement
Ultimately, we want to use cyber deception to defend against adver-
saries. But first, we highlight the problem of designing reproducible
experiments to measure the enticingness of CDTs. Then, as a case
study, we consider CDTs that can secure web applications.

1https://github.com/dynatrace-oss/honeyquest

2.1 Lack of Reproducible Experiments
Experiments on deceiving humans necessarily involve real humans,
which makes conducting and replicating such studies challenging.
Han et al. [55] point out that “it is often impossible to test deception
techniques offline” and that “[properties for achieving effective de-
ception] are difficult to formalize and measure”, which contributed
to a widespread “lack of reproducible experiments” [55, Sec. 6-7].

To alignwith and replicate prior work (§7.3), we looked for works
that provided at least three ingredients: (1) A detailed description
of the tested CDTs beyond vague terms like “honeyfiles”. (2) A
quantitative evaluation of the effectiveness of these CDTs, beyond
assumptions about attacker behavior. (3) A report on the results
obtained, beyond aggregate statistics. We found most of these items
in seven works [88, 87, 54, 77, 75, 83, 82], whose findings we could
hence validate at least partially. Further work often lacked some
details for confidentiality reasons. These items also inspired us
to define CDTs with HoneYAML, have a theoretically-grounded
approach to measure enticingness, and open-source raw results.

2.2 Defending Threats with Cyber Deception
We consider adversaries in cloud environments in the reconnais-
sance phase of an attack [66]. They may aim to establish a foothold
on a system or are already inside it, trying to move laterally to
complete their mission. Our work proposes a novel approach to
evaluate what CDTs are most effective against adversaries at this
stage of an attack, by measuring how well they entice attackers.

To demonstrate feasibility, we study four components of a web
application, where CDTs can be applied. We chose these four be-
cause they are “mostly invisible to benign users” [54] and will not
interfere [22] with legitimate activities:
• File system. Honeyfiles like “keys.txt” that appear sensitive,
allow us to detect unauthorized access attempts.
• .htaccess files configureApache servers. These should never
be publicly accessible. We deliberately expose these files with
sensitive paths in them (e.g., to a fake admin site) and detect
attackers who access these paths.
• Attackers might observe HTTP response packets by prob-
ing endpoints. If we add HTTP headers that are indicative of
known vulnerabilities, we aim to lure attackers into trying
unsuccessful exploits for them.

2
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• Attackers could monitor all HTTP requests of an applica-
tion. By adding fake tokens to those requests, we aim to lure
attackers into using them for subsequent attacks.

A deception systems can be structured into decoys and cap-
tors [35]. Decoys are the entities being attacked, e.g., a honeytoken,
while captors perform the security-related functions, e.g., logging
and alerting on access attempts. Our work focuses solely on the
evaluation of decoys, which we call CDTs. Decoys and captors can
be readily implemented: [60] Creating files is trivial in most operat-
ing systems. Monitoring access attempts to them can be achieved
with architectures such as SELinux [69]. Intercepting, modifying,
and monitoring HTTP packets is often achieved with a reverse
proxy in front of applications [54, 16, 21, 44, 87, 78].

3 Measuring the Enticingness of Cyber
Deception Techniques

This section presents an approach to quantify the enticingness
of CDTs. This lays the groundwork for the design of Honeyquest
(Figure 2) in §4, and its evaluation in §5.

3.1 Queries, Labels, Marks, and Annotations
In the reconnaissance phase, attackers explore their target. While
probing our system, they might find certain properties depending
on the technique used, i.e., they gain different “views” of our system.

Assume that an attacker has already managed to break into a
container. They might perform the naive technique of “listing files”
and observe Listing 1. In Honeyquest, we call this a query. A query
is just plain text, i.e., a collection of lines.

drwxr-xr-x 25 elsa 4.0K Dec 30 08:36 .
drwxr-xr-x 4 root 4.0K Jun 21 2019 ..
-rw------- 1 elsa 57K Jan 13 14:48 .bash_history
-rw-r--r-- 1 elsa 3.5K Sep 17 2017 .bashrc
drwx------ 6 elsa 4.0K Sep 25 17:40 .config
drwxr-xr-x 6 elsa 4.0K Nov 14 09:08 .npm
drwx------ 6 elsa 4.0K Nov 14 09:12 .yarn
-rwxr-xr-x 1 elsa 3.9K Dec 5 16:02 buildcsv.py
-rw-r--r-- 1 elsa 12K Feb 6 2022 keys.json

Listing 1: A “file system” query with CDT DF3 injected in it.

We are now curious about the next move of an adversary. In a file
system, possible actions may be reading a file, visiting a directory,
or doing nothing at all. So we allow our adversary to place either
exploit marks or trap marks on each line in a query. Not

marking anything is also a valid action – and the default, since no
lines are marked initially. Placing an exploit mark means that an
adversary sees a potential security weakness on that line. When
presented with a file system, this signifies that the adversary would
like to examine the file or directory on that line or attack it somehow.
On the other hand, marking something as a trap means that an
adversary definitely wants to avoid interacting with that line. In a
file system, this would mean that these particular files must not be
opened in order to avoid triggering an alarm.

Adversaries may want to try the most promising attack vector first.
To let them express this, we number answer marks in the order in
which they are placed on a line. These numbers are also visible to
the user (Figure 6). This feature allows us to find out which parts
of a query attract an adversary’s attention first (§3.2.2).

𝑞𝑁
neutral query

𝐿𝑅, 𝑞𝑅
risky query

a𝐸𝑥
exploit
marks

a𝑇𝑟
trap
marks

Honey
QuestD(𝑞; 𝑇 )

𝐿𝐷 , 𝑞𝐷
deceptive
query

techniques 𝑇

Figure 2: In Honeyquest, users are presented with neutral,
risky, and deceptive queries. A line annotation set 𝐿 indi-

cates the risky or deceptive lines in the associated query 𝑞.
An answer marks vector a holds placed marks in order. The
probabilistic algorithm D(𝑞; 𝑇 ) makes queries deceptive.

To summarize, we imitate views on systems, frame them as
queries, and let users mark what they want to exploit or avoid, in
order. Recalling that one defined goal of cyber deception is “tricking
[adversaries] into taking (or not taking) actions that are not in
their favor” [108, 110, 102], and that “enticement depends upon the
attacker’s intent or preference” [24], we are interested in queries,
where adversaries mark the deceptive elements to be exploited, and not
to be avoided, thus falling for a trap. This expresses the “enticement”
property from Bowen et al. [24] with exploit and trap marks.

Each query has a label that indicates which of these three strate-
gies (§5.1) was followed in its design:
• Neutral queries may be harmless, secure, benign, well-
protected, or of neutral appearance.2
• Risky queries may be harmful, insecure, malicious, lack
security measures, or have negative intent. Here, the system
owner bears that risk, not the adversary.3
• Deceptive queries want to grab the attention of an adver-
sary, often by seeming risky. They contain CDTs.

Risky and deceptive queries have so-called line annotations,
which store the exact line numbers that are risky or deceptive.

Put together, we get Honeyquest (Figure 2). Honeyquest shows
users queries of different types and labels, where they can mark
every line with exploit marks, trap marks, or nothing at all.
Deceptive queries are created by modifying a neutral or risky query
(§4.2). For example, in a file system query, we might purposefully
add a “keys.json” entry as a trap. Later, in a deployed deception
system, we would monitor if a potential adversary accesses this
file or tries to use one of the fake passwords that we deliberately
placed inside of it for authentication.

Careful readers may find that it is often impossible to tell with-
out context (e.g., implementation details) whether certain query
elements are risky or deceptive. This is true, and is why we do not
evaluate if users accurately identify a query’s label, but what parts
of a query users perceive as exploitable or deceptive.

2We intentionally chose the term “neutral” over “benign”, because we do not want to
imply the positive connotation that “benign” typically expresses.
3We have deliberately chosen not to use the common terms “malicious” or “vulnerable”.
Maliciousness expresses a harmful intent, which can rarely arise from a textual query
alone. Vulnerabilities are commonly defined as weaknesses that might be exploitable.
So while our risky queries could be interpreted as “weaknesses”, we do not want to
imply that they are exploitable.

3
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3.1.1 Matching Answer Marks and Line Annotations. After users
have placed their marks, we want to determine if they identified
potential traps or risks. In other words, we just check if answer
marks intersect with line annotations.

Table 1 introduces some terminology to express that clearly.
The set 𝐿 reflects the “ground truth” labels, and the set 𝐴 holds
user’s answer marks. We later specialize the notation by talking
about deceptive or risky line annotations, 𝐿𝐷 and 𝐿𝑅 , respectively,
and about exploit and trap marks, 𝐴𝐸𝑥 and 𝐴𝑇𝑟 , respectively.
When we need the order in which the marks have been placed,
we will refer to the vectors a𝐸𝑥 and a𝑇𝑟 instead. Table 2 shows an
example of a query that uses this terminology.

Consider a user answering a deceptive or risky query. A sim-
ple way to express that “answer marks 𝐴 match line annotations 𝐿”
is to check whether they intersect:

✓ match : 𝐿 ∩𝐴 ≠ ∅ ✗ no match : 𝐿 ∩𝐴 = ∅ (1)

This matching criterion is sufficient for our experiment and
is also well suited for expressing results with typical confusion
matrices (Appendix A). It has the small drawback that answers that
intersect the line annotations only partially are also “matching”.
Even worse, answers that place marks on every single line will
always intersect – and therefore “match” – with every possible
set of line annotations. However, in our experiment, only 0.19%
of answers had marks on every single line. Further, only 0.82%
of answers marked risky or deceptive lines only partially. This is
not surprising, since only 6.82% of risky queries and only 4.55% of
deceptive queries in our current dataset have more than one line
annotated anyway.We therefore conclude that this simple matching
criterionwill not significantly bias our results. Appendix B discusses
alternative matching criteria for different experimental conditions.

3.2 Research Questions
We differentiate between the enticingness of deception by itself,
in the sense that humans fall for traps (Aspect A), and its ability to
be defensive, by deliberately diverting attention (Aspect B). Thus,
we ask the following research questions:

Table 1: Terminology and common specializations.

Queriesa 𝑞𝑁 ∈ 𝑄𝑁 , 𝑞𝑅 ∈ 𝑄𝑅, 𝑞𝐷 ∈ 𝑄𝐷

Techniquesb 𝑡 ∈ 𝑇
Line Annotations 𝐿 := {ℓ1, ℓ2, ...} 𝐿𝐷 , 𝐿𝑅

Answer Marksc a := (𝑎1, 𝑎2, ...) a𝐸𝑥 , a𝑇𝑟
𝐴 := {𝑎1, 𝑎2, ...} 𝐴𝐸𝑥 , 𝐴𝑇𝑟

Algorithmd 𝑞𝐷 ← D(𝑞; 𝑇 ) ∈ 𝑄𝐷 with 𝑞 ∈ 𝑄𝑁 ∪𝑄𝑅

Query and Annotation Types: N = Neutral. R = Risky. D = Deceptive.
Answer Types: Ex = Exploit. Tr = Trap.

a All query sets are pairwise disjoint.
b We use the terms technique and CDT interchangeably throughout the paper.
c a is a vector since users place marks in order. For equations that do not need
ordered marks, we define𝐴 as the set of unique elements from a.

d The probabilistic algorithm D makes a query 𝑞 deceptive, by selecting a suitable
but random element from 𝑇 and applying it to 𝑞. Our experiments chose the
particular technique 𝑡 manually for consistency with 𝑞.

“To what degree are humans enticed by deceptive elements,
true weaknesses and vulnerabilities, and will deceptive ele-
ments divert their attention away from true risks?”

This section formulates hypotheses on that question. We then
select CDTs and risks for testing (§5), and then report (§6) and
discuss (§7) results that answer this question.

3.2.1 Aspect A: To what degree are humans enticed by deceptive
and risky elements? Consider that we show humans neutral (𝑄𝑁 ),
deceptive (𝑄𝐷 ), and risky (𝑄𝑅 ) queries. We know which tech-

nique 𝑡 was used to create deceptive queries and which risk is
present in the risky ones (§5). To measure the enticingness of in-
dividual CDTs, we group answers by CDT and count how often
participants fell for traps, detected traps, or did not react to traps.
Likewise, for risks, we group by risks and count how often partic-
ipants detected risks, have mistaken risks for traps, or did not react
to risks. Appendix C lists the explicit formulation of those counts.

3.2.2 Aspect B1: Do humans exploit deceptive elements before
non-deceptive elements? Let 𝑞𝐷 ∈ 𝑄𝐷 be a deceptive query with
deceptive lines 𝐿𝐷 where more than one exploit mark was placed,
i.e., |𝐴𝐸𝑥 | > 1. As before, we assume that a human “fell for a trap”
when exploit marks intersect deceptive lines, i.e., 𝐿 ∩𝐴𝐸𝑥 ≠ ∅.
Remember that participants were instructed to place marks in
an order that indicates what they would like to exploit first. Let
𝑎′ ∈ 𝐴𝐸𝑥 ∩ 𝐿𝐷 be the first exploit mark that marked a deceptive
line and let 𝑎′′ ∈ 𝐴𝐸𝑥 \ 𝐿𝐷 be the first exploit mark that marked a
non-deceptive line. 𝑎′′ may be a risky or neutral line then. Let 𝑑′

𝐵
be

the number of times that 𝑎′ is ranked before 𝑎′′ out of 𝑑
𝐵
samples

where all of these aforementioned conditions hold.
We can phrase this null hypothesis 𝐻0: When users place exploit

marks𝐴𝐸𝑥 that intersect with deceptive lines 𝐿𝐷 , whether 𝑎′ or 𝑎′′
is ranked first is up to chance. We chose a Binomial test that tries
to reject 𝑡 = 1/2 with the one-sided alternative that 𝑡 is greater.4

𝑡 =
𝑑′
𝐵

𝑑
𝐵

∼ 𝐵(𝑑𝐵, 1/2) (2)

4We used the binomtest function from SciPy [100] and computed the test’s power
with the binom.power function from the binom package [32].

Table 2: Query with line annotations and answer marks.

Line Annot. # Query Line Ans. Marks

𝐿𝑅 = {3} a𝐸𝑥 = (4, 3)
𝐿𝐷 = {4} a𝑇𝑟 = (2)

1 HTTP/1.1 200 OK

2 Server: Apache/2.4.1 𝑎1
𝑇𝑟

= 2
ℓ1
𝑅
= 3 3 X-Powered-By: PHP/5.1.6 𝑎2

𝐸𝑥
= 3

ℓ1
𝐷
= 4 4 X-Api-Server: /hko/api 𝑎1

𝐸𝑥
= 4

Description: A deceptive “HTTP response” query𝑞𝐷 with one risky (RP3, true
vulnerability, purple) and one deceptive (DP3, injected weakness, orange) line
annotation. The resulting query contains a true vulnerability as well as a trap.
Answer Marks: A user placed three marks here. A trap mark in line 2 that
was no trap, an exploit mark in line 3 on the true vulnerability, and another

exploit mark in line 4 on the trap. The order indicates that our user would
exploit line 4 first, and therefore fall for the trap first.

4



Honeyquest: Rapidly Measuring the Enticingness of Cyber Deception Techniques with Code-basedQuestionnaires RAID 2024, September 30-October 02, 2024, Padua, Italy

A greater ratio hints at a greater preference to mark traps first.
This formulation is equivalent to the “believability” property for
“a perfect decoy [...] that is completely indistinguishable from one
that is not”, as proposed by Bowen et al. [24].

3.2.3 Aspect B2: Are deceptive elements diverting an attacker’s
interest away from risky elements? Instead of looking at what is
marked first, we test if the presence of deception is so distracting
that an attacker misses weaknesses and vulnerabilities entirely.

Consider that we have a set of risky queries 𝑄𝑅 . Let 𝑞𝑅 ∈ 𝑄𝑅

be a risky query with risky lines 𝐿𝑅 . From that query, we derive
a new deceptive query 𝑞𝐷 = D(𝑞𝑅 ; 𝑇 ) with deceptive lines 𝐿𝐷
and risky lines 𝐿′

𝑅
. Note that we only introduce 𝐿′

𝑅
because making

a query deceptive means that we insert new lines, which could
also change the line numbers of risky lines. We now present 𝑞𝑅
and 𝑞𝐷 to each participant (within-subject) and record the exploit
marks 𝐴𝐸𝑥 that each of the two queries receives. As in all our
experiments, we assume that a human has “interest in exploiting a
line” when exploit marks intersect risky lines.

We phrase this null hypothesis 𝐻0: When we show participants
a risky query 𝑞𝑅 and a derived deceptive query 𝑞𝐷 , there is no dif-
ference in what they mark to exploit, i.e., the presence of deceptive
lines does not distract them.

Table 3 formulates this with a 2 × 2 contingency table over two
factors: “Did the participant mark the risky lines 𝐿𝑅 to exploit in the
risky query 𝑞𝑅” (“before” condition), and “did the (same) participant
mark the risky lines 𝐿′

𝑅
to exploit in the derived deceptive (and

still risky) query 𝑞𝐷 ” (“after” condition). To draw an analogy, think
of deception as being the treatment for risky queries, where the
disease “breaks out” when patients detect the risk. We test if the
“deception treatment” effects the “disease break-out”.

Table 3: Contingency table on attention diversion.

Match in 𝑞𝐷? Match in 𝑞𝑅? (“before”)

(“after”) ✗ 𝐿′
𝑅
∩𝐴𝐸𝑥 = ∅ ✓ 𝐿′

𝑅
∩𝐴𝐸𝑥 ≠ ∅

✗ 𝐿𝑅 ∩𝐴𝐸𝑥 = ∅ 𝛼 𝛽

✓ 𝐿𝑅 ∩𝐴𝐸𝑥 ≠ ∅ 𝛾 𝛿

Legend: A ✗ cross-mark indicates that answer marks𝐴𝐸𝑥 do not intersect with
risky lines. A ✓ check mark indicates that they do intersect / match.

Our two factors and the single outcome are nominal, and our
subjects are paired because every participant sees both 𝑞𝑅 and 𝑞𝐷 .
This scenario is usually tested with aMcNemar’s test [70] and a two-
sided alternative hypothesis. The one-sided alternative hypothesis
that the presence of deception reduces the risk of marking risky
lines is a Binomial test [36] with the following test statistic:

𝑡 =
𝛾

𝛽 + 𝛾 ∼ 𝐵(𝛽 + 𝛾, 1/2) (3)

To make this more intuitive, we compute the relative risk that de-
scribes how much the risk that humans mark risky lines is reduced
(or increased), when deceptive lines are present:

RR =
Pr(Match in 𝑞𝐷 )
Pr(Match in 𝑞𝑅)

=
Pr(𝐿′

𝑅
∩𝐴𝐸𝑥 ≠ ∅)

Pr(𝐿𝑅 ∩𝐴𝐸𝑥 ≠ ∅) =
𝛽 + 𝛿
𝛾 + 𝛿

4 Prototype Design
Honeyquest, which is our tool to run interactive questionnaires,
uses the three query labels neutral, risky, and deceptive and
our four query types, as shown in Table 4. We generate deceptive
queries with HoneYAML files, our description language for CDTs.

4.1 Risky Queries
There are three types of risky queries, inspired by MITRE’s three
knowledge bases (CVE for vulnerabilities [67], CWE for weak-
nesses [68], and CAPEC for attack patterns [20]):

• Vulnerability queries contain at least one indicator in the
query that points to a known vulnerability.
• Weakness queries display an insecure pattern that might
lead to a vulnerability.
• Attack queries showcase a deliberate attempt to do harm,
often by exploiting a vulnerability or weakness.

The risky query in Table 4 is an example for a vulnerability
query by indicating that the server is running Apache 1.0.3, which
is vulnerable to CVE-1999-0067. Participants are not expected to
know this, but to be suspicious of the version text.

Weaknesses on the other hand may lead to vulnerabilities. List-
ing 2 shows an example that is indicative for a potential path tra-
versal weakness (CWE-22) in a web application. In this example, it
appears that a user can potentially control the “file” parameter to
request arbitrary files from the remote server file system.

GET /view?file=../Overview.php
Host: github.io
User-Agent: curl/7.68.0
Accept: */*

Listing 2: A risky “HTTP response” query of risk type “weak-
ness” which inspired us to derive CDT DS4 from that risk.

To obtain an attack query, we can change the query parameter
in Listing 2 to something like file=../../etc/passwd and make
it look like a concrete path traversal attack (CAPEC-126).

4.2 Deceptive Queries and HoneYAML
While dry-running deception experiments is valuable, ultimately,
wewant to deploy them into real systems. To build a bridge to future
work we designed a specification for CDTs that we use to make
queries deceptive and which also serves as a configuration for tools
that can deploy them [73, 60].We envisionHoneYAML to become an
enumeration of CDTs some day, much like we have an enumeration
of Common Vulnerabilities and Exposures (CVEs) [67].

Listing 3 shows how to define a CDT that adds a deceptive HTTP
header. Within Honeyquest, the implementation of the “decoy-
apiserver” CDT (DP3) that we show here is simply inserting a new
line in the query payload. The resulting query will be labeled as de-
ceptive, regardless of its original type. Our open-source repository
contains all HoneYAML specifications that we created. Real-world
systems that add deceptive elements to the HTTP protocol often use
reverse proxies to do so [54, 16, 21, 44, 87, 78]. The same HoneYAML
specification can be used to first evaluate CDTs with Honeyquest
and later configure proxies.
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Table 4: One representative example for each of the four query types in Honeyquest.

Risky HTTP response P query (with vulnerability RP2) Deceptive file system F query (with technique DF3 injected)
HTTP/1.1 200 OK
Date: Tue, 02 May 2018 04:32:14 GMT
Server: Apache/1.0.3 (Debian)
Vary: Accept-Encoding
Content-Type: text/html

drwxr-xr-x 25 elsa 4.0K Dec 30 08:36 .
drwxr-xr-x 4 root 4.0K Jun 21 2019 ..
-rw------- 1 elsa 57K Jan 13 14:48 .bash_history
drwx------ 6 elsa 4.0K Sep 25 17:40 .config
-rw-r--r-- 1 elsa 12K Feb 6 2022 keys.json

Deceptive .htaccess fileH query (with CDT DH1 injected) Neutral HTTP requests S query
<IfModule mod_rewrite.c>

RewriteEngine on
Redirect 301 "/admin" \

"/plugins/kul/panel?role=view"
</IfModule>

0.120 POST https://shop.com/rest/user/export 200 OK (0.4 kB)
0.215 GET https://shop.com/rest/image-captcha/ 200 OK (4.1 kB)
0.381 GET https://shop.com/rest/user/whoami 200 OK (0.1 kB)
2.031 GET https://shop.com/rest/history 200 OK (30 bytes)
2.876 GET https://shop.com/api/Quantitys/ 200 OK (0.6 kB)

Legend: Purple shades indicate risky lines and orange shades indicate deceptive lines.
P HTTP response queries show HTTP response headers, but always without any payload.
F File system queries show the output of the UNIX command ls -lah, which lists all files in the current working directory and their metadata.
H .htaccess filequeries show the configuration directives in an .htaccess file, which is used to configure Apache web servers.
S HTTP request queries show requests made by a web application: Seconds since load, method, URL, response status code, and response size, unless empty.

kind: httpheader
name: decoy-apiserver
description: Header that points to an API endpoint
operations:

- op: add
key: X-Kube-ApiServer
value: /hko/api

Listing 3: A HoneYAML specification for CDT DP3.

Because it is smart to imitate risks in deceptive queries, we might
generate deceptive queries that look similar to risky ones. This is
fine, as labels only say something about design strategies anyway.

4.3 Honeyquest
Honeyquest is a web-based application. Queries are read from a
pre-computed query store that we have prepared from different
sources (§5.1). New users experience the following:

(1) We ask for consent to collect anonymized data.
(2) We show them eight tutorial queries to teach them about

queries, labels, and marks (Appendix E.7).
(3) We collect profile information (§5.2 and Appendix E.4).
(4) We sample one random query after another until we run

out of queries. Queries are never shown twice to the same
user. We also made sure that the first 100 queries included
an equal number of neutral queries, deceptive queries with
all possible CDTs, and risky queries with all possible risks.

5 Experiment Design
This section summarizes the queries that we tested, the CDTs and
risks we injected, and how we recruited participants.

We pre-tested the tutorial queries (Appendix E.7) with two col-
leagues who did not participate in the actual experiment. All of our
19 risks and 13 of our 25 CDTs were indirectly pre-tested because
they had been used successfully in previous work. Nevertheless,
we consulted domain experts who did not participate in the actual
experiment to pre-test all the risks and CDTs that we developed.

5.1 Query Design
Our dataset consists of a total of 174 queries (Figure 3). We first
collected 80 neutral queries. We then browsed through well-known
vulnerabilities and weaknesses in web applications and manually
derived 23 risky queries. Many risky queries were built by taking a
neutral one and adding indicators of risks. A total of 71 deceptive
queries were generated with the method explained in §4.2.

File System .htaccess Files HTTP Responses HTTP Requests
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Figure 3: Distribution of neutral, deceptive, and risky labels.

Since we wanted to test many interesting risks and CDTs, we
did not aim for a perfectly balanced dataset. However, this is not a
problem because we do not evaluate metrics such as accuracy that
would be sensitive to imbalanced datasets.

5.1.1 Design of Neutral Queries. Every single query in our open-
source dataset carries a reference to its original source. Most were
collected from the following real-world environments:
• 12 file system payloads capture the output of the ls -lah
command in the home directories of a few servers, containers,
and personal computers in our lab. Sensitive content was
manually anonymized or removed.
• 10 .htaccess files were randomly picked by searching for
“.htaccess” in open-source projects with Sourcegraph.5
• 27 HTTP responses were randomly sampled from the
“500K HTTP Headers” dataset [53] that crawled the HTTP

5https://sourcegraph.com/search
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responses from the 500,000 most-visited websites in 2014, as
ranked by the now discontinued company Alexa Internet.
• 31 sets of HTTP requests were gathered by manually
using the websites of popular web services and recording all
HTTP requests that happened. We recorded traces for the
websites of Amazon, Dropbox, Dynatrace, GitHub, Gmail,
Google, Jira, the OWASP Juice Shop [94], TikTok, Wikipedia,
and YouTube. Sensitive fields, names, and identifiers were
manually anonymized or removed.

5.1.2 Design of Deceptive Queries. We manually picked and de-
signed 25 CDTs: 12 were self-defined and 13 have been mentioned
or evaluated in previous work. Table 9 lists all of them.

5.1.3 Design of RiskyQueries. Most of our 19 risks are designed to
resemble the categories of the OWASP Top 10 [96] and OWASP API
Security Top 10 [95]. Some were inspired by OWASP ZAP security
scanner rules [97]. Table 6 explains each risk with an example.

5.2 User Study Details and Ethics
We carefully reviewed our experiment to conform to ethical stan-
dards, protect the privacy of all participants, and follow best prac-
tices in user research [89]. Our institution has no IRB, so we instead
conducted an ethics self-assessment [34] and obtained approval
from our legal and privacy counsel. More details of the user study
and ethical considerations are described in Appendix E.

Participants were recruited by posting messages to Slack chan-
nels of security professionals and to a Mattermost server of a local
CTF team. 77 volunteers responded to that message and started the
experiment. We had to discard all answers from 30 of them because
they answered fewer than 8 warm-up queries (consisting of two
pre-selected queries for each of the four query types; same for each
participant), which left us with 47 participants: 12 CTF players,
where most of them are graduate students, and 35 security profes-
sionals, where most of them build enterprise security products. The
skills of this target audience are very similar to those of real attack-
ers. Unlike typical user studies on cyber security [55, 11], our study
only had 11% students. Demographics, consent collection, timeline,
and the preceding tutorial queries are described in Appendix E.

During the experiment, we collected self-reported profile infor-
mation, and recorded how long it took users to answer queries. No
personally-identifying information was collected. Participants were
informed about the purpose of the experiment, about the presence
of neutral, deceptive, and risky queries, and about their option to
stop answering queries at any time, without negative consequences
and without giving reasons. Participants were allowed to continue
where they left off by visiting our web application again. In a second
run of the experiment with 22 security professionals, participants
could win a 50€ Amazon gift card in a lottery, if they answered at
least 50% of the queries. All others received no incentives to partic-
ipate. Security professionals were allowed to do this during their
work time, CTF players participated in their free time without any
compensation. Participants did not receive a performance report
and where never informed if their answer marks were “correct”.

Participants could comment on any query during the experiment
and those that were freely disclosing their identity in the comments
were invited to discuss them with us (§7.4).

6 Results
Our 47 participants answered 3,669 queries in total (Figure 4). All of
them answered at least 8 queries. Themedian answer time per query
was 19 seconds. Participants needed 45 - 60 minutes on average to
answer all 174 queries.

0 20 40 60 80 100 120 140 160 180

Figure 4: Boxplot on the number of answered queries per
participant. Total Queries = 174. Mean = 76. Median = 59.

The subscript on the following percentage numbers is the 95% CI
of the mean, calculated using Wilson’s method [105].
• Aspect A. (Table 5, 9, 6) Participants fell for traps in
37±2.4% of their answers. They recognized traps in 15±1.8%
of their answers. In 9±1.4% of answers to neutral queries,
they mistakenly classified something as a trap. Participants
correctly identified risks in 44±4.5% of their answers and
mistakenly classified something as a risk in 44±2.5% of their
answers to neutral queries.
• Aspect B1. (Table 9) Deceptive lines were marked first in
only 36% of answers. We cannot reject the null from §3.2.2,
i.e., participants did not prefer CDTs over other elements.
• Aspect B2. (Table 8) The presence of deception reduced
the risk of marking a weakness or vulnerability by 22%
on average. We tested this on a small set of 5 CDTs: The
null hypothesis from §3.2.3 can be rejected (𝛼 = 0.05) for all
techniques combined (𝑝 = 0.0013), and for techniques DP3
and DP1 alone. We cannot reject the null for the other CDTs.

Table 5: Results on the enticingness of neutral queries.

𝑘 𝑛 Mark Distribution

All Neutral Queries 80 1647 44%41%

File System 12 302 28%53%

.htaccess Files 10 195 63%31%

HTTP Responses 27 559 42%43%

HTTP Requests 31 591 47%37%

Description: Bars show the % of answers 𝑛 to neutral queries with 𝑛𝐸𝑥/𝑛
exploit marks, 𝑛𝑇𝑟/𝑛 trap marks, 𝑛∧/𝑛 exploit and trap

marks, 𝑛∅/𝑛 no marks at all. 𝑘 are the number of neutral queries. 𝑛 are the
number of answers (not marks) to them. Bars without percentage numbers account
for less than 15%. The tiny bars denote the 95% CI of that mean.

7 Discussion
This section discusses new insights about enticing and defensive
deception, compares our results to previous work, and points out
possible improvements for future experiments.

7.1 Aspect A: Enticing Deception
To discuss enticingness, we will begin to blur the distinction be-
tween traps and risks in this section. Ultimately, we do not want
attackers to be able to distinguish between them, but rather want
to learn how they react to certain query elements.
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Table 6: Results on the enticingness of risks.

Risk 𝑟 Mark Distribution

All Risky Queries 461 25%23%44%

File System 166 31%51%

RF1 private-key.pem 27 26%67%

RF2 backup.tar.gz 57 23%61%

RF3 salphard.ovpn 27 48%41%

RF4 k8s-manifests (directory) 28 43%39%

RF5 ddns-update-key 27 44%15%33%

HTTP Responses 155 24%15%54%

RP1 Proxy-Auth.: Basic ... 26 19%69%

RP2 Server: Apache/1.0.3 50 18%20%62%

RP3 X-Powered-By: PHP/5.1.6 39 21%59%

RP4 HTTP Request Smugglinga 13 23%15%54%

RP5 Referer: https://... 27 45%33%15%

HTTP Requests 140 49%20%26%

RS1 Brk. Fun.-Lvl. Auth.: Unauthenti-
cated user requests privileged data

12 83%

RS2 Password Hash Parameter, e.g.,
?user=maltier&hash=...

12 75%

RS3 Mass Assignment (as in DS10) 11 46%45%

RS4 Brk. Obj.-Lvl. Auth.: User can re-
quest sensitive data from other user

12 58%17%25%

RS5 /log?msg=... Endpoint 27 51%26%19%

RS6 /api.dev Endpoint 12 16%50%17%17%

RS7 Huge Payload Sizes 12 92%

RS8 Mixing HTTP with HTTPS 30 57%33%

RS9 NoSQL Injection 12 83%17%

Aspect A: Bars show the % of answers 𝑟 that 𝑟𝐸𝑥/𝑟 match exploit
marks (= “risk detected”), 𝑟𝑇𝑟/𝑟 match trap marks (= “risk mistaken for
trap”), 𝑟△/𝑟 placed marks elsewhere, 𝑟∅/𝑟 had no marks at all. 𝑟 are the
number of answers (not marks) to queries with this risk. Bars without percentage
numbers account for less than 15%. The tiny bars denote the 95% CI of that mean.
Risk Presence: In our dataset, every risk was present in exactly one query, with
the exception of RF2 (2x), RP3 (2x), and RP2 (3x). This explains the relatively higher
number of answers 𝑟 on those three risks.

a HTTP request smuggling exploits how web servers handle HTTP requests, such
that they initiate illegitimate requests.

Enticing deception should be neither too obvious nor too
camouflaged. Our participants were most tempted to exploit au-
thentication (passwords, tokens, hashes, cookies) and configuration
elements. But, obvious elements like a “passwords.txt” file (DF5) or
parameters with clear-text passwords (DS2), while still being com-
parably enticing, were often recognized as traps (all ≥ 36%). On the
other end, harder-to-find traps or risks like a logging endpoint or
mass assignment weaknesses (DS11, DS10) were rarely discovered,
neither as something to exploit (all ≤ 14%) nor as a trap (all ≤ 3%).
Sahin et al. also observed that more complex risks were tried less
often in their CTF experiment [88].

In our file system queries, we saw that filenames containing the
terms “backup”, “config”, “ovpn”, or “k8s-manifests” received less

trap marks than more obvious terms like “key” or “password”.
This makes us believe that CDTs should be neither too obvious nor
too camouflaged. Han et al. also speculated that the placement of
CDTs should be neither too sparse nor too aggressive [54].

Imitating true risks is a promising method for designing
deceptive elements. Our participants placed significantly more
exploit marks on true risks than on traps (44±4.5% vs. 37±2.4%;

𝜒2-test, 𝑝 = 0.0076, 𝑛 = 2022). This is reasonable, since true risks
should be more enticing than traps, but, it shows that the best traps
may need to only imitate true risks. This strengthens the idea pro-
posed by Araujo et al. [16] on “honeypatching” true vulnerabilities
such that they are technically fixed but still respond as if they were
vulnerable when attacked.

Specifically, in our HTTP response and HTTP request queries,
true risks like outdated Apache or PHP versions (RP2, RP3) and
password hashes in a parameter (RS2) were more often exploited
(all ≥ 59%) than deceptive tokens or cookies (DP1, DP2) in header
fields (all ≥ 40%). Please note that findings for RP3 and RP2 might
include a bias since we showcased similar risks in the tutorial, but
without disclosing whether they are risky or deceptive. Also, the
path traversal trap (DS4) was part of the tutorial but was surpris-
ingly rarely identified as a trap (14±6.1%) in the actual experiment.

Letting participants placemarks on individual lines proves
valuable for inventing new CDTs. Instead of only imitating
known risks that received many exploit marks, we can also
devise new traps by looking at what marks individual lines received
(Table 10, 11). For example, filenames “.ssh”, “.bash_history”, and
“data.csv” received 260, 151, and 32 exploit marks, respectively. All
of them had ≤ 7 trap marks, the “.bash_history” even had zero.
HTTP headers where version strings leaked Apache modules, e.g.
“mod_ssl/2.2.17”, received 32 exploit marks and only 6 trap marks.

Gaining such insights from otherwise neutral queries is possible
because Honeyquest lets participants place marks on individual
lines. We believe that this allows for more fine-grained analysis
without increasing participants’ cognitive load. Previous work of-
ten presented participants with pairs of questions (one knowingly
genuine, one knowingly deceptive), and asked them to find the
deceptive one [86, 78, 23, 83, 82]. Sahin et al. [86] let participants
choose between placing genuine and deceptive marks on HTTP
parameter names. It should be noted that Honeyquest’s trap
marks are most similar to their deceptive marks, but Honeyquest
distinguishes adversaries’ intentions further by letting participants
place either exploit marks or no marks at all. In Honeyquest, not
placing any mark could be interpreted as placing a genuine mark.

Multiple iterations of Honeyquest can inform the design
of more enticing CDTs. Our experiment is just the beginning of a
feedback cycle that can inform the design of future, more enticing
CDTs. Table 7 shows a possible ranking that would reward “enticing
traps” and punish “ineffective traps”. We see this as an early attempt
to rank enticement, useful for continuous experiments with humans
or for training autonomous agents.

Table 7: Reward matrix to maximize CDT enticement.

Qry. No Marks Trap Marks Exploit Marks

Legend: Arrow direction and strength indicate our subjective judgment on how
to rank enticement. ◀ = Less enticing. ▶ = More enticing.
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7.2 Aspect B: Defensive Deception
Cyber deception is seen as an active form of cyber defense [56, 77,
111, 86]. Our results support and enrich this claim.

Some CDTs significantly reduce the risk of true weak-
nesses being exploited. Fascinatingly, we see that our partici-
pants were in fact distracted by the presence of deception (Table 8).
Adding “X-ApiServer” and “X-DevToken” headers (DP3, DP1) re-
duced the risk that participants marked the true vulnerability by
32% and 27%, respectively. The true vulnerabilities that were missed
due to the presence of the deceptive headers were vulnerable ver-
sions of Apache and PHP (RP2, RP3). In all cases where we have
obtained enough statistical power, we can measure a significant re-
duction in risk. Our findings demonstrate that cyber deception can
be an active form of cyber defense, reducing the risk of exploitation
of true system weaknesses. We see more tests on hypothesis like
this one as a promising direction for future work.

When participants fell for traps, the trap was not the first
thing they marked — at least not in Honeyquest. Surprisingly,
traps were clearly not what participants marked first for exploita-
tion (Binomial test, 𝑝 ≪ 0.001, 𝑛 = 313). We suspect that compara-
bly enticing neutral query elements or the exact location of a CDT
in the query (e.g., participants possibly read queries from top to
bottom) might explain this finding. Thus, we do not recommend
drawing conclusions from our participants’ order of actions. In-
stead, we believe that CTF experiments are more appropriate for
studying this aspect. However, to our knowledge, no CTF experi-
ment has investigated this question yet. Also, little can be said if
participants showed a preference to mark risks first, whenever they
placed their exploit marks. Risks were marked first in 49% of
cases (𝑛 = 136), which is not significantly different from random. In-
vestigating which factors influence participants’ mark preferences
may be an interesting direction for future work.

7.3 Replication of Prior Findings
Compared to existing work, namely [83, 82, 75, 87], our results seem
consistent. In all cases, we can enrich previous results. Appendix D
details how we aligned our results to previous work.

What rarely receivedmarks inHoneyquest, was also rarely
exploited in a real-world CTF game. In most CTF games [54, 87,
88], all exploitable elements had to be discovered by CTF players,
while ours were clearly presented to participants, which makes a
comparison unfair. Han et al. [54] primarily evaluated placement
strategies rather than specific techniques, thus, we refrain from
making a direct comparison to their results.

However, we can still partially align our results with previous
work. The SunDEW experiment [87] compared the elements that
participants considered deceptive in a questionnaire with the el-
ements with which the CTF players interacted (“considered de-
ceptive” ratio in parentheses): “username” (53%) and “role” (61%)
cookies, and deceptive GET parameters (7%). The ranking remained
the same in our experiment. 15±10.0% thought our cookie was decep-
tive (DP2) and 0±12.1% thought the IDOR trap was deceptive (DS1).
In a different CTF game by Sahin et al. [88] developers rarely tried
to modify the “Content-Type” header field (between 5% and 13% of
players). This is consistent with our results, where these headers
were only marked 3 times (0.05% of all marks).

Table 8: Resulting contingency table on defensive deception.

exploited before ✗ ✗ ✓ ✓

exploited after ✗ ✓ ✗ ✓

CDT 𝛼 𝛽 𝛾 𝛿 ▼ 𝑝-val. ▲ pwr. ▼ RR

All Techniques 120 9 28 59 0.0013 0.9090 -22%
DP3 API Server 19 1 9 16 0.0107 0.8415 -32%
DP1 Dev. Token 18 1 8 18 0.0195 0.7999 -27%
DP4 Proxy Referer 17 3 7 20 0.1719 0.3497 -15%
DS4 Path Traversal 43 2 3 4 0.5000 0.1038 -14%
DS3 SESSID Param. 23 2 1 1 0.8750 0.0598 +50%

Legend: Striked out tests violate the rule of thumb that all of the expected values
are greater than 5, making the test less informative [107].

Our most enticing filenames were also most enticing in
a real-world honeypot. Nikiforakis et al. [75] placed six files
on public file hosting services and recorded how often attack-
ers attempted to downloaded them. We showed three of them
to our participants (reported download attempts in parentheses):
“card3rz_reg_details.html” (22%), “customer_list_2010.html” (9%),
and “SPAM_list.pdf” (5%). The ranking remained the same in our
experiment, with 51±14.3% (DF4), 43±12.9% (DF6), and 17±9.6% (DF8)
of answers exploiting these names, respectively.

Our participants were also good at recognizing obvious
traps. Rowe et al. [83, 82] showed participants a genuine and a
deceptive file listing. Participants had to chose the one that “most
likely came from a real system”. 53.6% chose the real one. In our
experiment, 26±12.1% of answers marked traps in the deceptive
query (DF9) and 11±9.2% marked traps in the neutral one. This
reinforces the hypothesis that humans show a tendency to detect
traps for these specific queries.

Petrunić [77] proposed adding an “Admin=false” GET parame-
ter to network requests (DS5), but did not report measures on at-
tacker enticement. Our results showed that many answers wanted
to exploit that (37±13.0%). But, this trap might be too obvious with
22±11.4% of answers also seeing a trap in it.

Our participants were also subjectively aggressive when
placing marks. The work from Ferguson-Walter et al. provided ex-
perimental evidence that adversaries who know about the presence
of deception tend to act more aggressively than unaware adver-
saries [40]. In the past, the opposite was believed to be true, i.e.,
that deception is only effective when it is well hidden and attackers
are unaware of it [43, 83]. Results by Sahin et al. [87] also suggest
that informing attackers about deceptive measures deters them,
which ultimately benefits defenders. Our experiment did not intend
to provide evidence for or against this conjecture. What can be said
is that our participants placed an average of 1.8 marks per answer.
But, only 3.86% of all query lines were risky and only 3.62% were
deceptive. Some participants told us afterwards that they “thought
[that] every single query has a lot of traps in it” and that they
“better mark too much than too little”. This fits in with a challenge
mentioned later in §7.4, which is that some participants also felt the
urge to answer queries correctly. In a similar survey [86], partici-
pants mislabeled at least 10% of genuine parameters as deceptive.
This seems consistent with our results, where 9±1.4% of answers to
neutral queries saw traps in them.
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Table 9: Results on the enticingness of Cyber Deception Techniques (CDTs).

Aspect A (§3.2.1) B1 (§3.2.2)

CDT Representative Description 𝑘 𝑑 Mark Distribution 𝑑
𝐵

𝑑 ′
𝐵/𝑑𝐵

All Deceptive Queries 71 1561 25%23%15%37% 313 36%

File System CDTs add files with deceptive names to the file system 18 443 16%21%21%42% 139 39%
DF1 private-key.pem 2 32 22%66% 17 35%
DF2 backup.tar.gz 2 38 24%61% 19 42%
DF3 keys.json 3 86 26%52% 37 51%
DF4 card3rz_reg_details.html [75] 2 43 19%19%51% 15 47%
DF5 passwords.txt 2 41 49%46% 12 25%
DF6 customer_list_2010.html [75] 2 53 25%23%43% 17 29%
DF7 config.ini 2 45 20%40%38% 15 33%
DF8 SPAM_list.pdf [75] 2 58 17%45%21%17% 7 14%
DF9 Rowe et al. [83, 82] e.g., examples, gif_files, idlold, wizard, ... 1 47 57%19%15% 0 −

.htaccess Files CDTs add directives that seem to leak sensitive paths 5 128 21%54% 14 36%
DH1 Admin Redirect Redirect 301 "/admin" line leaks sensitive path 5 128 21%54% 14 36%

HTTP Responses CDTs add headers with deceptive tokens, cookies, paths 23 456 22%30%36% 103 24%
DP1 Developer Token X-DevToken header has JWT token with a secret key 7 137 15%20%55% 46 33%
DP2 Cookie [54, 87, 88] Set-Cookie header with admin=false in Base64 2 48 16%29%15%40% 13 38%
DP3 API Server X-ApiServer: /hko/api header leaks API path 7 134 30%30%30% 21 5%
DP4 Proxy Referer X-Proxy-Referer header exposes a fake server’s path 7 137 24%47%22% 23 17%

HTTP Requests CDTs add parameters or requests that imitate true risks 25 534 37%22%30% 57 53%
DS1 IDOR Secrets [87] Extra requests to a few /secrets/123 pathsa 1 12 42%58% 2 −
DS2 Clear-Text Pass. [88] Add ?user=john&pass=carrot13 to /login request 1 28 36%54% 12 67%
DS3 SESSID Param. [54] Add ?SESSID=odq... query parameter 2 58 18%26%16%40% 10 70%
DS4 Path Traversal [88] Add ?file=../dist/Aq.svg query parameter 5 122 27%20%39% 10 40%
DS5 Admin Param. [54, 77] Add ?admin=false query parameter 2 49 27%22%37% 6 50%
DS6 Unescaped JS [88] Add GET parameter with raw JS 2 21 57%33% 0 −
DS7 System Param. [54, 88] Add ?system=prod query parameter 1 28 42%25%29% 4 −
DS8 Developer Endpoint Add /api.dev requests 4 80 42%26%24% 6 33%
DS9 Unespaced JSON [88] Add GET parameter with raw JSON 2 22 40%32%23% 3 −
DS10 Mass Assignment Extra requests that set fields with GET parametersb 2 44 54%30% 2 −
DS11 Log Endpoint Add /log?msg=abc requests 3 70 59%31% 2 −

Aspect A: (§3.2.1) The best CDTs are the ones that participants often fall for (higher 𝑑𝐸𝑥/𝑑 ratio is better) and rarely avoid (lower 𝑑𝑇𝑟/𝑑 ratio is better). Bars show the
% of answers 𝑑 that 𝑑𝐸𝑥/𝑑 match exploit marks (= “fallen for trap”), 𝑑𝑇𝑟/𝑑 match trap marks (= “trap detected”), 𝑑△/𝑑 placed marks elsewhere, 𝑑∅/𝑑 had no
marks at all. 𝑘 are the number of queries in the dataset that had the associated CTD injected. 𝑑 are the number of answers (not marks) that these queries received. Bars without
percentage numbers account for less than 15%. The tiny bars denote the 95% CI of that mean.
Aspect B1: (§3.2.2) In the 𝑑𝐵 answers where participants placed multiple exploit marks, 𝑑 ′

𝐵
is the number of times that a deceptive line was marked before a non-deceptive

one. If there are at least 𝑑
𝐵
≥ 5 such cases, we perform a Binomial test on the null hypothesis that this ratio is random, i.e., 𝑑′𝐵/𝑑𝐵 = 1/2, with the one-sided alternative that

deceptive lines were marked first more often than random. No test was significant (all 𝑝 ≥ 0.1719) with 𝛼 = 0.05.
Aspect B2: (§3.2.3) The lightning bolt symbol indicates that this CDT was also evaluated on Aspect B2, but in Table 8.

a Insecure direct object references (IDOR) are vulnerabilities where potentially sensitive content can be retrieved by guessing (predictable) identifiers (IDs).
b Applications may automatically bind HTTP parameter names to fields in the underlying object, potentially enabling attackers to manipulate restricted fields.

Honeyquest is a useful tool for repeating cyber decep-
tion experiments in a sample-efficient and cost-effective way,
while still yielding qualitatively similar results to CTF experi-
ments. Compared to real-world deployments of CDTs, Honeyquest
is more cost-effective since it does not require the time and effort to
set up and maintain CTF experiments or honeypots. Experiments
are also more sample-efficient than others because participants can
answer a query within seconds instead of spending time on cod-
ing actual attacks. The decision-making processes of attackers and
humans in general also include fast – but, not necessarily correct –
heuristics [51, 61], which probably explains why participants can
respond quickly to most queries.

7.4 Challenges and Limitations
While our results are insightful and seem consistent with prior
research, we also faced several design challenges that we would
like to share with future researchers.

Designing cyber deception experiments that imitate real-
world scenarios presents many challenges. Some participants
questioned whether our results from Honeyquest generalize to the
real world since “participants will always behave differently in
surveys”. We argue that the tutorial (Appendix E.7), the four query
types that accurately represent the real-world “views” of an attacker,
and the participants’ ability to place both exploit and trap
marks are a reasonable approximation of a real-world scenario.
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Table 10: Top 40 individual query lines, ranked by the total number of exploit marks that the line received.

exploit trap
ID Type Query Line 𝑛𝐸𝑥 𝑛𝑇𝑟

DP1 P X-DevToken: eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJ0b2tlbiI6IjMwZDk4NGI4Iiwicm9sZSI6ImNsdXN0ZXIifQ.
J2c1XH2RsXDjaWJhCHSWR4bBNxEm7l2Q7WxrlG2vph4

76 27

F drwx------ 2 lpc lpc 4.0K Nov 2 09:21 .ssh 58 1
RP2 P Server: Apache/1.0.3 (Debian) 55 1

F drwx------ 4 leonard leonard 4.0K Jan 14 2022 .gnupg 48 1
F drwx------. 2 root root 4.0K Sep 27 19:30 .ssh 46 2

RP3 P X-Powered-By: PHP/5.1.6 41 9
P Set-Cookie: PHPSESSID=hLAGcA9qClz36kOr71sSgw; path=/ 41 10
F drwx------ 2 furi0zuc furi0zuc 4.0K Jun 21 2019 .ssh 40 1
F -rw------- 1 lpc lpc 40K Dec 29 15:58 .bash_history 39 0

DP3 P X-Kube-ApiServer: /hko/api 36 13
P X-AspNet-Version: 4.0.30319 34 4
P Server: Microsoft-IIS/7.5 33 0
P Server: Apache/2.2.17 (Unix) mod_ssl/2.2.17 OpenSSL/0.9.8e-fips-rhel5 mod_auth_passthrough/2.1

mod_bwlimited/1.4 FrontPage/5.0.2.2635
31 6

F -rw-------. 1 root root 21K Oct 25 19:26 .bash_history 30 0
S 6.588 GET https://juice-shop.herokuapp.com/rest/admin/application-configuration 200 OK (7.2 kB) 29 7
P Transfer-Encoding: chunked 28 0

DF3 F -rw-r--r-- 1 elsa elsa 12K Feb 6 2022 keys.json 28 13
P Server: nginx/1.2.4 27 0

DH1 H Redirect 301 "/admin" "/plugins/kul/pages/admin/index.php?role=view" 26 11
P Server: Microsoft-IIS/6.0 25 0
F drwx------ 2 cathy cathy 4.0K Dec 7 14:04 .ssh 25 0
F -rw------- 1 IconThor IconThor 231K Dec 30 08:36 .zsh_history 25 1
F -rwxr--r-- 1 lpc lpc 919 Dec 28 14:31 query.sh 25 1
P X-Powered-By: PHP/5.3.18 25 2
P X-Powered-By: PHP/5.2.16 23 5
F drwx------ 2 donald donald 4.0K May 16 2022 .ssh 22 0
P Set-Cookie: ASP.NET_SessionId=fyi3sylqfunbwtdy03s4fdqv; path=/; HttpOnly 22 2
P X-Powered-By: PHP/5.4.5 22 2
F -rw-r--r-- 1 lpc lpc 8.1K Nov 24 10:18 data.csv 22 3
S 9.912 GET https://juice-shop.herokuapp.com/rest/admin/application-configuration 200 OK (7.2 kB) 22 3
H RewriteCond %{THE_REQUEST} ˆ[A-Z]{3,}\s([ˆ.]+)\.php [NC] 22 3
F -rw------- 1 elsa elsa 231K Dec 30 08:36 .zsh_history 21 0
P Server: nginx/1.6.0 21 0
S 2.460 POST https://api.site.com/_private/browser/stats 21 3
F -rw-r--r-- 1 IconThor IconThor 88 Jul 11 2021 test.gpg 21 8
F -rw------- 1 furi0zuc furi0zuc 8.9K Jul 5 21:47 .bash_history 20 0
F -rw-r--r-- 1 leonard leonard 64 Jun 16 2019 .gitconfig 20 1
P Set-Cookie: bbsessionhash=f3cdd7987b326584c6ee6696f3033087; path=/; HttpOnly 20 5
S 3.127 POST https://api.site.com/_private/browser/stats 19 2
S 9.022 GET https://juice-shop.herokuapp.com/rest/products/search?q= 200 OK (3.5 kB) 19 3

Legend: If the line was annotated as deceptive or risky, we reference the associated CDT or risk identifier, respectively. The query type from which the line originated is
abbreviated with F = File system, H = .htaccess file, P = HTTP response, and S = HTTP request. Full results can be found at https://github.com/dynatrace-oss/honeyquest.

Table 11: Top 15 individual query lines, ranked by the total number of trap marks that the line received.

exploit trap
ID Type Query Line 𝑛𝐸𝑥 𝑛𝑇𝑟

P X-Geek: What’s black and white and red all over? Please don’t kill our penguin-powered server. 6 27
DP1 P X-DevToken: eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJ0b2tlbiI6IjMwZDk4NGI4Iiwicm9sZSI6ImNsdXN0ZXIifQ.

J2c1XH2RsXDjaWJhCHSWR4bBNxEm7l2Q7WxrlG2vph4
76 27

P X-Bacon: I wonder what penguin bacon tastes like. 7 25
F -rw-r--r-- 1 lpc lpc 0 Oct 20 14:15 .sudo_as_admin_successful 14 22

DF5 F -rw-r--r-- 1 leonard leonard 9.7K Jun 6 2022 passwords.txt 10 17
P X: 23 14 14

DF3 F -rw-r--r-- 1 elsa elsa 12K Feb 6 2022 keys.json 28 13
DP3 P X-Kube-ApiServer: /hko/api 36 13
DH1 H Redirect 301 "/admin" "/plugins/kul/pages/admin/index.php?role=view" 26 11
DS5 S 7.640 GET https://juice-shop.herokuapp.com/rest/user/whoami?admin=false 200 OK (0.1 kB) 14 10
DS2 S 11.162 POST https://juice-shop.herokuapp.com/rest/user/login?user=johnson&password=carrot13 200 OK (0.8 kB) 15 10

P Set-Cookie: PHPSESSID=hLAGcA9qClz36kOr71sSgw; path=/ 41 10
DF8 F -rw-r--r-- 1 leonard leonard 43K Nov 20 2022 SPAM_list.pdf 5 9
DF6 F -rw-r--r-- 1 leonard leonard 83K Nov 20 2022 customer_list_2010.html 12 9
RP3 P X-Powered-By: PHP/5.1.6 41 9

Legend: If the line was annotated as deceptive or risky, we reference the associated CDT or risk identifier, respectively. The query type from which the line originated is
abbreviated with F = File system, H = .htaccess file, P = HTTP response, and S = HTTP request. Full results can be found at https://github.com/dynatrace-oss/honeyquest.
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Also, priming participants to imagine that they would encounter
queries during reconnaissance activities provided sufficient context
for most participants. Ultimately, it is impossible to tell whether
attackers would behave in the same way in the real world. Although
providing evidence on this point is beyond the scope of our work,
§7.3 suggests that our results align with previous studies that have
examined similar, real-world situations.

Future research on how best to represent context in cyber decep-
tion experiments would be valuable. One participant in our study
wanted to know where in a software infrastructure (which server,
container, etc.) they should imagine encountering certain file sys-
tem entries. However, the same participant noted that specific files
such as “.bash_history”, “.ssh” or “config” are “always interesting”
and hard to resist, regardless of the context. This begs the question
of which CDTs have a similar (context-free) appeal?

The ultimate quality of a CDT is still influenced by at-
tacker’s and defender’s ability to learn from each other. Re-
gardless of whether defensive deception is modeled as a static or
a dynamic game [81, 76], players can adapt their strategies over
time and learn to improve. Honeyquest only provides snapshots of
the enticingness of CDTs for one round of such a game. Repeated
experiments, variations of CDTs, identification of contextual factors
and skill levels are necessary to account for these dynamics.

The trade-off between template-like queries for control-
lable experiments and the need for diverse, neutral queries.
Three participants noted that queries often looked similar, encour-
aging them to remember the differences between them, which is
not what we want to measure. Ideally, template-like queries are
preferred, providing control over specific elements to isolate the
effect of a CDT. Nevertheless, a greater variety of pre-tested neu-
tral queries are essential for future experiments. Our open-source
dataset can serve as a starting point to build such a collection.

Participants enjoyed that Honeyquest felt like a game,
but also felt an urge to answer queries correctly. Although
participants knew that we did not score accuracy, four of them
reported that they still felt the urge to “get it right” and “avoid
making mistakes”, which led them to spend a lot of time on each
query. This phenomenon was reported by participants of all skill
levels. A time limit within which a query must be answered might
be beneficial in future experiments to prevent this behavior.

Overall, participants enjoyed the “different” and “game-like” ex-
perience of Honeyquest. We believe that gamification aspects, as
also explored in studies on cyber security education [65, 64], are a
promising avenue to explore further in studies on cyber deception.

The tutorial and our risky elements proved beneficial as
an integrated skill check. Results of surveys like ours can easily
be distorted by responses from incompetent participants; hence, we
chose two populations with proven expertise to address this. How-
ever, this is more difficult to control in anonymous populations [11].
Honeyquest can mitigate such problems by removing answers from
participants who barely recognized risks or who failed the tutorial.

Some CDTs and true risks can be difficult to distinguish
from each other. The tutorial (Listing 11) taught participants
that a final distinction may only be possible by knowing their
actual implementation. We wonder what properties of CDTs can be
represented by questionnaires, and what can only be represented
by CTF experiments or honeypots.

8 Related Work
8.1 Honeypots and Honeytokens
Spitzner was among the first to introduce honeypots as a measure
against insider threats [92, 93]. He describes honeypots as “an
information system resource whose value lies in unauthorized or
illicit use of that resource” [92]. Most of the honeypot software
that has been researched in the last decades [73, 42] focuses on
emulating protocols, processes, machines, or entire networks [79].
But, the term “information system resource” is broad enough to
also cover honeytokens, which are no computers but rather digital
entities. Their most common forms are: Honeytokens [93] and
Canarytokens6, honeyfiles, -pages, and -urls [109, 101, 22, 62, 77],
honeypatches [16, 17, 15] (silently-patched vulnerabilities that still
seem exploitable at the surface), honeywords [59] (can be decrypted
with wrong keys and still yield plausible yet incorrect data), and
honeypots, and -ports [79], e.g., classic SSH honeypots.

8.2 Taxonomies and Classifications
Numerous taxonomies and classifications of deception techniques
have been introduced, adapted, and surveyed in the past decades [55,
111, 43]. Whaley [104] proposed one of the first military-focused
theories on (non-cyber) deception back in 1982, which still influ-
enced cyber deception taxonomies in 2004, as introduced by Rowe
and Rothstein [84, 85]. Yuill et al. [108] described processes, princi-
ples, and techniques to hide things from adversaries. Later work by
Mokube and Adams [72] in 2007 and Almeshekah and Spafford [12]
in 2014 focused more closely on the technical aspects and human
biases of cyber deception. Recent work like the one by Zhang and
Thing [111] in 2021 aligned taxonomies closer to the cyber kill
chain model and illustrated proposals on deception lifecycles.

Many surveys on cyber deception have been conducted [55, 43,
35, 63, 26, 71, 80, 58], specifically, ones with a focus on honeypot
software [73], on securing web applications [33], on application
layer deception [60], on IoT honeypots [42], or, on approaches using
game theory and machine learning [112, 76].

Closely related, Han et al. [55] examined how the efficiency and
effectiveness of a wide range of CDTs have been evaluated in the
past (§8.3). Zhu et al. [112] summarized how approaches that use
game theory and machine learning have been evaluated.

The OWASP AppSensor project [103], despite only partially
addressing deception, serves as a hallmark for how to describe
and taxonomize runtime application defense techniques and also
inspired us to propose HoneYAML.

8.3 Evaluating Cyber Deception
Han et al. proposed four aspects for evaluating CDTs: [55]

(1) Deception placement strategies have been evaluated by
simulation [48, 10], or by studies with students [101, 22].

(2) Plausibility and realismof deception, i.e., measuring how
well deceptive assets are discernible from genuine assets.
Zhu et al. [112] structured these evaluation testbeds into real
testbeds, and ones based on probability models, simulation
models [47, 99, 90, 106, 74], and emulation models [1–3].

6https://canarytokens.org
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(3) Effectiveness of deception, i.e., measuring if it achieves its
desired functionality. While “desired functionality” is open
to interpretation, such experiments are generally conducted
in either confined or natural environments.

(4) Accuracy and false-positive rate (FPR) of deception.
While there are a few studies [22, 54] that tried to evaluate
this, it is often impossible in most contexts because the base-
rate of attacks [18] cannot be measured reliably.

Fraunholz et al. [43] summarized 14 studies that evaluated CDTs
in natural environments with field studies. The rest of this section
covers studies in confined environments. References in parentheses
name the CDT that we replicated in our query design (Table 9).

The work from Sahin et al. [86] is closest to ours. They also
evaluate the enticingness of CDTs (§7.1), but not their ability to
be defensive (§7.2). They automatically generate realistic HTTP
parameters for web application layer deception, and evaluated it
with a survey where developers were given the link to an actual
Swagger UI of a web application. The Swagger UI showed the avail-
able API endpoints, but without the possibility to interact with the
application. Their “automatically generated parameters names were
as realistic as manually selected ones”. Similar work from the same
authors provides an extensive list of CDTs for web applications,
which they evaluated with a CTF challenge and questionnaires [87].

The HackIT tool [5, 6, 4] by Aggarwal et al. is conceptually
similar to Honeyquest. It enables researchers to map real-world
cyberattack scenarios into game-like environments. Unlike our
queries, their scenarios require manual design. However, this makes
experiments more flexible. Chadha et al. proposed the related Cyber-
VAN tool [27, 7–9] which allows for a speedy and flexible setup of
network-based deception experiments. Game-like environments are
also used for cyber security education, e.g., with PenQuest [65, 64].

Rowe et al. [83, 82] (DF9) conducted an experiment where 14
humans were shown pairs of “real” and “fake” file listings.

Ferguson-Walter et al. [41] carried out a large study on network
deception with 130 professional red teamers in a two-day exercise
and Shade et al. [91] focused on host-based deception with 59
computer specialists. Unlike our work, they focused on honeypots.
They are also one of the few authors who divided participants
into four cohorts, based on knowledge about deception (informed,
uninformed) and presence of deception (present, not present) [40].

Nikiforakis et al. [75] (DF4, DF6, DF8) demonstrated that attack-
ers are actively searching for sensitive files on public file hosting
services. They placed honeyfiles on them and recorded downloads
from 80 unique IP addresses within one month.

Petrunić [77] (DS5) suggested adding a seemingly deceptive
“Admin=false” GET parameter to URLs, which would presumably
only ever be changed by an attacker.

Han et al. [54] (DP2, DS3, DS5, DS7) held a CTF game with 258
participants on a CMS system, where a transparent reverse proxy
injected deceptive elements. They primarily evaluated placement
strategies rather than specific techniques.

Sahin et al. [87] (DP2, DS1) used questionnaires and a CTF game
(98 players) to evaluate their deception framework SunDEW. Other
work by Sahin et al. [88] (DP2, DS2, DS4, DS6, DS7, DS9) used ques-
tionnaires (21 participants), and a CTF game (82 players) to evaluate
developers’ familiarity with web attack and defense mechanisms.

8.4 Effective Cyber Deception
In 1999, Tirenin and Faatz [98] were one of the first authors to
suggest that deception must be dynamic in order to be effective,
i.e., “it must present a continually-changing situational picture to
the enemy” [98]. Cohen [28] motivated the need for a link between
social sciences and technological development. In 2010, Bowen
et al. [25] proposed a “Decoy Turing Test” that tasks humans to
discern real from decoy network traffic.

Bercovitch et al. [23] developed HoneyGen in 2011 to gener-
ate honeytokens by mining characteristics from real data. Recent
research has shifted towards creating dynamic and personalized
CDTs [49], e.g., by profiling attacker behavior [74].

Many works that followed examined psychological aspects and
decision-making processes of attackers [39, 41, 40, 37, 38, 57, 31, 30,
29, 52, 50, 46, 49, 22]. Ferguson-Walter [39, 40] showed that cyber
deception affects an attacker’s cognitive and emotional state, and
that CDTs are effective even if attackers are aware of their use or
merely believe it may be in use. Gonzalez et al. [49] found that
attackers exhibit irrational behavior that leads to cognitive biases.
Similarly, Gabrys et al. [46] observed a strong correlation between
the emotional state of an attacker (confusion, self-doubt, confidence,
frustration, and surprise) and the frequency of their reconnaissance
activity.

9 Future Work
Future work may include enriching Honeyquest with more CTDs
and a way to evaluate deception placement strategies [101, 22],
teaching ML models to design CDTs [14, 19], mining our open-
source dataset for interesting patterns [88, 74, 11], incorporating
cognitive models into the experiment design [50], embedding ed-
ucational aspects into Honeyquest [65, 64], implementing more
query types, e.g., “robots.txt” files [45, 44, 54], evaluating CDTs
that secure non-web applications, adapting Honeyquest to deceive
vulnerability scanners [13], and, of course, replicating our results
in more experiments and real-world deployments.

10 Conclusion
This work proposes a method to measure the enticingness of CDTs.
We demonstrate its feasibility for four aspects of a web application,
where we designed 25 CDTs and 19 risks, for an experiment with a
high-quality sample of 47 humans (12 CTF players, 35 professionals).
Our results provide a detailed overview of the enticingness of CDTs
(Table 9) and show that deception can reduce the risk of finding
a true risk by about 22% on average. Knowing such statistics, e.g.,
that humans fall for traps about 37% of the time, enables researchers
to back up their theoretical models with our empirical numbers.
Notably, we were able to replicate the goals of previous work with
many consistent findings (§7.3), but without a time-consuming
implementation on real computer systems. This strengthens the
generalizability of our method to the real world.
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A Expressing Results with Typical Confusion
Matrices

Neutral queries. Consider that a user anwers a neutral
query 𝑞𝑁 ∈ 𝑄𝑁 . Neutral queries never have line annotations. If
the user places no marks on 𝑞𝑁 , we consider this as a “true neg-
ative” (TN) classification. If the user places some, we say this is a
“false positive” (FP) classification.

Deceptive and risky queries. As defined in Equation (1),
we say that “answer marks 𝐴 match line annotations 𝐿” if they
intersect each other. Given a deceptive query 𝑞𝐷 ∈ 𝑄𝐷 , where

trap marks 𝐴𝑇𝑟 match deceptive lines 𝐿𝐷 , we say this as a “true
positive” (TP) classification. If they do not match, we count a “false
negative” (FN) instead. Given a risky query 𝑞𝑅 ∈ 𝑄𝑅 , the same
rule applies, but exploit marks 𝐴𝐸𝑥 are matched against risky
lines 𝐿𝑅 instead. There are at least four ways to match one of the
two kinds of answer marks against one of the two kinds of line
annotations. If we want to assess if participants fell for a trap, we
would adapt the previous formulation tomatch exploit marks𝐴𝐸𝑥

against deceptive line annotations 𝐿𝐷 instead. In all cases, we can
arrange the counts in a confusionmatrix. Table 12 shows this for the
aforementioned formulation. Then, we can derive metrics such as
accuracy, precision, or recall. Table 13 shows the confusion matrices
of our experiment, whose results we also presented in §6.

Table 12: Matching answer marks and line annotations.

𝑞 ∈ 𝑄𝑁 TN 𝐴 = ∅ FP 𝐴 ≠ ∅
𝑞 ∉ 𝑄𝑁 FN 𝐿 ∩𝐴 = ∅ TP 𝐿 ∩𝐴 ≠ ∅

Table 13: Results on the enticingness of traps and risks.

Qry. TN FP FN TP ACC PPV TPR FPR

1403 136 1325 234 53% 63% 15% 9%
857 682 256 204 53% 23% 44% 44%

Description: Confusion matrix and metrics on how well users are enticed by
traps and risks. The opposing class was always a neutral query.

B Alternative Matching of Answer Marks and
Line Annotations

There are fivemutually exclusive variations on how answermarks𝐴
can possibly intersect with (non-empty) line annotations 𝐿 ≠ ∅:

𝐴 = 𝐿 marked 𝐿 exactly (A1)
𝐴 ≠ ∅ ∧𝐴 ⊂ 𝐿 marked 𝑜𝑛𝑙𝑦 some in 𝐿 (A2)

𝐴 ⊈ 𝐿 ∧ 𝐿 ∩𝐴 ≠ ∅ marks 𝑜𝑛𝑙𝑦 overlap with 𝐿 (A3)
𝐴 ≠ ∅ ∧ 𝐿 ∩𝐴 = ∅ marked 𝑜𝑛𝑙𝑦 lines not in 𝐿 (A4)

𝐴 = ∅ no marks, but non-empty 𝐿 (A5)

The criterion in §3.1.1 assumes that answer marks match line
annotations when lines are marked exactly (A1) or partially (A2),
while also allowing overlaps (A3) with other (not-annotated) lines.
In all three cases, it is valid to imply that a user at least partially
identified a risk or a trap.

C Details on Counting Answer Marks
Aspect A (§3.2.1) required a more concrete formalization of the
matching criteria of §3.1.1. We grouped answers to our queries by
query type, and computed the following counts:

• 𝑛𝐸𝑥 How often were neutral lines mistaken for traps? Num-
ber of answers that only received exploit marks 𝐴𝐸𝑥 .
• 𝑛𝑇𝑟 How often were neutral lines mistaken for risks? Num-
ber of answers that only received trap marks 𝐴𝑇𝑟 .
• 𝑛∧ How often were neutral lines mistaken for risks and
traps in the same answer? Number of answers that received
both exploit marks 𝐴𝐸𝑥 and trap marks 𝐴𝑇𝑟
• 𝑛∅ How often have humans not reacted to neutral lines?
Number of answers to neutral queries without any marks.

• 𝑑𝐸𝑥 How often fell humans for traps? Number of answers,
where exploit marks 𝐴𝐸𝑥 match deceptive lines 𝐿𝐷 .
• 𝑑𝑇𝑟 How often were traps detected? Number of answers,
where trap marks 𝐴𝑇𝑟 match deceptive lines 𝐿𝐷 .
• 𝑑△ How often have humans reacted to other lines? Number
of answers with marks but no match on decept. lines 𝐿𝐷 .
• 𝑑∅ How often have humans not reacted to traps? Number
of answers to deceptive queries without any marks.

• 𝑟𝐸𝑥 How often were risks detected? Number of answers,
where exploit marks 𝐴𝐸𝑥 match risky lines 𝐿𝑅 .
• 𝑟𝑇𝑟 How often were risks mistaken for traps? Number of
answers, where trap marks 𝐴𝑇𝑟 match risky lines 𝐿𝑅 .
• 𝑟△ How often have humans reacted to other lines? Number
of answers with marks but no match on risky lines 𝐿𝑅 .
• 𝑟∅ How often have humans not reacted to risks? Number
of answers to risky queries without any marks.

D Aligning Prior Work to Our Cyber Deception
Techniques

This section describes how we mapped our CDTs (Table 9) to tech-
niques from prior work [88, 87, 54, 77, 75, 83, 82]. A comparison
and discussion of the results can be found in §7.3.

Nikiforakis et al. [75] (DF4, DF6, DF8) Their experiment
placed six files on public file hosting services. We randomly injected
three of those, whose names seem most likely to represent a real
weakness, in some of our file system queries: “SPAM_list.pdf” (DF8),
“customer_list_2010.html” (DF6), “card3rz_reg_details.html” (DF4).
We omitted the other names (“phished_paypal_details.html”, “Pay-
pal_account_gen.exe”, “Sniffed_email1.doc”) because these names
sound more like they would only be found on an adversary’s com-
puter and not on a real server.

Petrunić [77] (DS5) We randomly appended the suggested
“admin=false” parameter in our HTTP request queries.

Han et al. [54] (DP2, DS3, DS5, DS7) Their experiment primar-
ily evaluated placement strategies rather than specific techniques.
We mapped their mention of an “additional cookie” to our CDT that
injects a deceptive cookie into HTTP headers (DP2). We assumed
that their mention of “honey GET parameters” is similar to our
three CDTs that inject parameters into URLs: “admin=false” (DS5),
“SESSID=odq...” (DS3), and “system=prod” (DS7).
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Rowe et al. [83, 82] (DF9) Their experiment showed humans
pairs of “real” and “fake” file listings. We used the pair that they
illustrated in the paper to create two file system queries: Listing 4
shows the “real” file listing and Listing 5 shows the “fake” file
listing (with every line except for “.” and “..” annotated as deceptive).

drwxr-xr-x 2 gaitan gaitan 4.0K Nov 30 17:42 .
drwxr-xr-x 4 gaitan gaitan 4.0K Nov 30 17:42 ..
-rw-r--r-- 1 gaitan gaitan 1.4K Nov 30 17:42 specv
-rw-r--r-- 1 gaitan gaitan 3.2K Nov 30 17:42 other
-rw-r--r-- 1 gaitan gaitan 1.1K Nov 30 17:42 rp
-rw-r--r-- 1 gaitan gaitan 6.7K Nov 30 17:42 gilmore
-rw-r--r-- 1 gaitan gaitan 1.2K Nov 30 17:42 int
-rw-r--r-- 1 gaitan gaitan 5.2K Nov 30 17:42 trash
-rw-r--r-- 1 gaitan gaitan 2.0K Nov 30 17:42 old.imsl
-rw-r--r-- 1 gaitan gaitan 2.7K Nov 30 17:42 flynn

Listing 4: Representation of “real” file listing [83, 82].

drwxr-xr-x 2 cooper cooper 4.0K Nov 30 17:42 .
drwxr-xr-x 4 cooper cooper 4.0K Nov 30 17:42 ..
-rw-r--r-- 1 cooper cooper 1.2K Nov 30 17:42 examples
-rw-r--r-- 1 cooper cooper 2.0K Nov 30 17:42 gif_files
-rw-r--r-- 1 cooper cooper 3.2K Nov 30 17:42 idlold
-rw-r--r-- 1 cooper cooper 5.2K Nov 30 17:42 wizard
-rw-r--r-- 1 cooper cooper 2.7K Nov 30 17:42 114564-01
-rw-r--r-- 1 cooper cooper 1.4K Nov 30 17:42 template
-rw-r--r-- 1 cooper cooper 1.1K Nov 30 17:42 target_n_horiz
-rw-r--r-- 1 cooper cooper 6.7K Nov 30 17:42 ass2

Listing 5: Representation of “fake” file listing [83, 82].

Sahin et al. [87] (DP2, DS1) Their experiment tested seven
CDTs in a CTF experiment. They had a “Username” and “Role”
cookie with similar detection rates that we mapped to our CDT
that injects a deceptive cookie into HTTP headers (DP2). They also
had a deceptive GET parameter on a “/view_patient/$id” endpoint
that we mapped to our CDT with a “/secrets/$id” endpoint (DS1).

Sahin et al. [88] (DP2, DS2, DS4, DS6, DS7, DS9) Their experi-
ment recorded 17 attack vectors that participants tried in their CTF
experiment. We designed CDTs for six of them: “Cross-site script-
ing” (found in payloads with “<script>” tags) as a CDT that adds
unescaped JavaScript (DS6). “Credential guessing” (found in pay-
loads with clear-text credentials) as a CDT that adds clear-text pass-
words (DS2). “SQL injection” (found in payloads with unescaped
quotes) as a CDT that adds unescaped JSON (DS9). “Cookie tamper-
ing” as a CDT that adds a deceptive cookie into HTTP headers (DP2).
“Client-side bypass” (found by tampering with a “system” parame-
ter) as a CDT that adds a “system=prod” parameter into URLs (DS7).
“Path traversal” (found in payloads with “..” strings) as a CDT that
imitates a path traversal vulnerability (DS4). Lastly, their “Content-
Type header attack” (found by header tampering) was not mapped
to any of our CDTs, but we counted how many participants marked
lines containing “Content-Type” in our queries.

E User Study Details
E.1 Experiment Website and Tutorial
Participants who have agreed to share their data with us (Appen-
dix E.3), were then directed to a tutorial (Appendix E.7) to familiarize
them with the experiment. After answering the profiling questions
(Appendix E.4), the actual experiment began. Figure 6 shows the
user interface for all subsequent 174 queries.

A manual investigation of the answers to the tutorial questions
revealed that all participants understood the interface and the ex-
periment. This is not surprising, as the tutorial was also pre-tested
to ensure that it is understandable. Two colleagues who did not
participate in the actual experiment pre-tested the tutorial.

E.2 Recruitment Message

Would you lend me some of your valuable time to advance
research on cyber deception and prove your secure coding skills?
We created an interactive game, where you have to think and
act like you were a hacker: LINK
If you can participate, please do so by DATE. Answering all
questions will take you between 30 - 60 minutes. But, you can
stop any time. You can also continue later. Progress saves
automatically. If you would like to discuss some queries with us
afterwards, leave us a comment with your name.

E.3 Data Privacy Consent and Intent Form

Honeyquest is a game where you have to identify security
vulnerabilities in web applications. Be careful, some of the
vulnerabilities are traps trying to trick you into thinking
something is vulnerable. During the game, we will collect some
data to help us advance research on cyber deception:
We store a cookie on your computer to identify you.Why? So
that we know which answers belong to the same person, even
when you continue the game later.
We store your profile information, like your job, years of
experience, and skill level.Why? So that we can research, if
there are differences among professions.
We store your answers and the time of your answers.Why? So
that we can research what kinds of questions humans are good
at and what kinds of questions are hard to get right.
We do not store your IP address, location, name, email address,
or any other PII.Why? Because we don’t need it.

E.4 Participant Profiles
Figure 5 shows our participant’s answers to these questions:
• What describes your current profession best?
– Development: Developer, Engineer, Architect
– Operations: System Administrator, SRE
– Security Operations: Penetration Tester, Incident Detec-
tion and Response, Product Security

– Business: Manager, Leader, Sales, Marketing
– Research: Researcher, Scientist, Innovator
• How would you describe your secure coding skills?
– None: What do you mean by secure coding?
– Little: I only heard about a few concepts.
– Good: I get the basics but still need guidance.
– Advanced: I apply secure coding concepts regularly.
– Expert: I educate others about secure coding.
• Roughly, how many years have you been professionally in-
volved in the field of cyber security?
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Figure 5: Our participants’ self-reported profiles.

E.5 Participant Demographics
We asked participants about their professional role, secure coding
skills, and years of professional experience in the field of cyber
security (§E.4). We did not collect demographic information, but
we can describe the target audience (all of which are located in
Europe) to which we posted our recruitment message (§E.2):
• Security Professionals were predominantly male and be-
tween 20 and 45 years old. The majority of them had a uni-
versity degree in Computer Science.
• CTF Players were predominantly male and between 18 and
35 years old. The majority of them were graduate Computer
Science students.

E.6 Study Timeline and Incentives
The user study was conducted in two phases, each with exactly
the same experimental setup. The first phase with 23 participants
(13 professionals, 10 CTF players) was held in February 2023. The
second phase with 24 new participants (22 professionals, 2 CTF
players) was held in January 2024.

To increase the number of participants in the second phase, we
introduced an incentive to win a 50€ Amazon gift card, if they an-
swered at least 50% of queries. We promoted this incentive a few
days after the second phase started. 18 of the 22 security profes-
sionals (in that phase) joined after that promotion. In the end, 8 of
them answered enough queries to qualify for the incentive.

E.7 Tutorial Queries
Every participant had to answer these 8 tutorial queries prior to
the actual experiment. Lines are only highlighted in the paper.

You are reading a tutorial QUERY.
A query is simply a text of a certain TYPE.
Honeyquest shows you queries of different types.

We want to understand how you would respond to them,
if you act like a hacker or cyber security researcher.

Listing 6: Tutorial query 1 / 8.

The following is a QUERY of type HTTPHEADERS, meaning,
you observe that an application is making this HTTP request:

> GET /wiki/Cat HTTP/1.1
> Host: en.wikipedia.org
> User-Agent: curl/7.68.0
> Accept: */*

Behind the scenes, Honeyquest classified this query as NEUTRAL.
This means, there is nothing RISKY or DECEPTIVE about it.

If you agree that this query is NEUTRAL, click the button above.

Listing 7: Tutorial query 2 / 8 with neutral HTTP headers.

Correct! This query was indeed NEUTRAL.

Let's look at another query of the same type:

> HTTP/1.1 200 OK
> Date: Wed, 04 Jan 2016 23:18:20 GMT
> Server: Apache/1.0.3 (Debian)
> Content-Type: text/html
> Transfer-Encoding: chunked

If you think this query is NEUTRAL, click the button, as before.
But, if you see a VULNERABILITY please mark the indicative line.
You can mark and unmark lines by clicking to the LEFT of a line.

Hint: There is exactly one vulnerability to be found here.

Listing 8: Tutorial query 3 / 8 with risky “Server” header.

Well done! You found the vulnerability:

> Server: Apache/1.0.3 (Debian)

When we say VULNERABILITY, we mean an indicator for it.
The vulnerability here is CVE-1999-0067.
The old version of Apache indicated that.

We don't expect you to look that up.
Think like an attacker looking for vulnerabilities to EXPLOIT.

Listing 9: Tutorial query 4 / 8.

Let's look at another query.

> GET /wiki/view?file=../articles/Cat.php 200 OK
> Host: en.wikipedia.org
> User-Agent: curl/7.68.0
> Accept: */*

This time, you may also mark lines as TRAPS instead.
A trap wants you to believe that there is something to exploit.
You want to avoid them so you don't waste time or set off alarms.
You can mark and unmark traps by clicking to the RIGHT of a line.

So, you now have three options:

- Mark lines that you would like to EXPLOIT
- Mark lines that you think are TRAPS (and therefore, will avoid)
- Continue without marking, if you think this query is NEUTRAL

Listing 10: Tutorial query 5 / 8 with deceptive path traversal.
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Figure 6: A screenshot of the web-based user interface of Honeyquest that shows a query of the type “.htaccess file”. In this
example, the user placed an exploit mark on line 5 and a trap mark on line 2. When hovering over the info icon right next
to the query type, a tooltip with an extensive description of the syntax in the query is shown. The progress bar at the top shows
how many of the queries have already been answered. The little pin on the progress bar indicates how many queries an average
player has answered. Users can submit feedback or report mistakes by clicking on the speech bubble in the lower right corner.

This was a bit harder, wasn't it? You probably marked this line:

> GET /wiki/view?file=../articles/Cat.php 200 OK

This looks like a path traversal vulnerability, doesn't it?

Honeyquest classified this query as either RISKY or DECEPTIVE.

- RISKY queries contain vulnerabilities or weaknesses
- DECEPTIVE queries contain traps you must avoid

You may now wonder if this was truly a vulnerability or a trap.
We don't know either. That depends on the actual implementation.

What matters is only what you - the hacker - THINK it was.
Honeyquest wants to understand how you PERCEIVE such queries.

Listing 11: Tutorial query 6 / 8.
Let's look at one last query. This time, it is of type FILESYSTEM.

> -rw-r--r-- 1 goofy goofy 3.5K Sep 17 2017 .bashrc
> drwx------ 7 goofy goofy 4.0K Jan 12 2022 .cache
> drwx------ 6 goofy goofy 4.0K Sep 25 17:40 .config
> -rw-r--r-- 1 goofy goofy 64 Jun 16 2019 .gitconfig
> drwxr-xr-x 5 goofy goofy 4.0K Jul 10 2021 git-crypt
> drwx------ 4 goofy goofy 4.0K Jan 14 2022 .gnupg
> lrwxrwxrwx 1 goofy goofy 19 Jan 23 2018 html -> /srv/html
> drwxr-xr-x 4 goofy goofy 4.0K Aug 1 2021 app-browser
> -rw-r--r-- 1 goofy goofy 816M Nov 18 2020 nginx-proxy-logs.txt
> drwxr-xr-x 5 goofy goofy 4.0K Mar 21 2021 terraform-saas

Here, marking something to EXPLOIT means opening the file or folder.
Marking something as a TRAP means you want to AVOID opening it.

You might also have noticed that we put numbers next to your marks.
With them, indicate the ORDER in which you like to EXPLOIT things.

A few notes:

- Marking multiple lines is OPTIONAL. Marking one or none is fine.
- There might be queries where indicating an order makes no sense.
Ignore the numbers then.

- We don't expect you to go over every single line and mark it.
Remember, you are a hacker, rather tell us your next move,
not an exhaustive list of all possible moves.

Listing 12: Tutorial query 7 / 8 with neutral file system.
You are all set, here is a brief summary.

Honeyquest shows you NEUTRAL or RISKY or DECEPTIVE queries.
You can answer as many questions as you like and come back later.
Honeyquest saves your progress automatically.

Think like a hacker and tell us your NEXT MOVE.

- You can CONTINUE without marking anything
- You can mark lines to EXPLOIT or mark them as a TRAP to avoid
- You can indicate the ORDER in which you would like to exploit

That's it. Enjoy the game!

Listing 13: Tutorial query 8 / 8.

E.8 Image Attribution
Lightning Thunder Icon by svgrepo.com licensed under CC0
Bee Icon by bypeople.com licensed under CC BY 4.0
Neutral Face Icon by joypixels.com licensed under CC BY 4.0
Hammer Icon by Muh Zakaria licensed under CC BY 3.0
Bear Trap Icon by Daniela Howe licensed under SIL OFL 1.1
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