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Abstract. Clustering is of interest in cases when data are not labeled enough
and a prior training stage is unfeasible. In particular, spectral clustering based on
graph partitioning is of interest to solve problems with highly non-linearly separa-
ble classes. However, spectral methods, such as the well-known normalized cuts,
involve the computation of eigenvectors that is a highly time-consuming task in
case of large data. In this work, we propose an alternative to solve the normalized
cuts problem for clustering, achieving same results as conventional spectral meth-
ods but spending less processing time. Our method consists of a heuristic search to
find the best cluster binary indicator matrix, in such a way that each pair of nodes
with greater similarity value are first grouped and the remaining nodes are clustered
following a heuristic algorithm to search into the similarity-based representation
space. The proposed method is tested over a public domain image data set. Results
show that our method reaches comparable results with a lower computational cost.

1 Introduction

Clustering has been used in numerous applications, being preferred mainly in cases
when data are partially or not labeled as well as when prior training is unfeasible. In
particular, spectral approaches are of great interest since they are able to solve prob-
lems with highly non-linearly separable classes [1]. Perhaps, the most frequently used
approach is the well-known normalized cuts clustering (NCC). The NCC methods can
be easily understood from a graph theory point of view, where data points are seen as
nodes [2]. Generally, the input parameters for NCC are the desired numberof groups
and the similarity matrix containing all the similarities among nodes. Most of ap-
proaches have been addressed to yield a relaxed problem formulation that is solved
by means of an eigenvalues and eigenvectors decomposition, for instance, kernel k-
means [3,4]. Also, there exist approaches that solve the graph partitioning problem by
means of a minimum cuts formulation [5] or by a quadratic problem [1]. Nonetheless,
because of the high computational cost that often involves the computation of eigenvec-
tors, some studies have concerned about getting alternatives for solving the normalized
cuts clustering without using eigenvectors such as multilevel approaches with weighted
graph cuts [6], and quadratic problem formulations with linear constrains [7,8].

In this paper, we propose a method based on a heuristic search carried out over the
representation space given by the similarities among data points. Our method is a lower
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computational cost alternative to NCC methods based on eigenvector decompositions,
named NCC based on a heuristic search (NCChs). The foundation of our method lies
in deriving a new simple objective function by re-writing the quadratic expressions for
Multi-Cluster Spectral Clustering (MCSC) [1] in such a way that we can intuitively de-
signa searching process on the similarity representation space. Also, to guarantee the
convergence, we propose to incorporate prior knowledge, i.e., taking advantage of the
original labels to set initial data points for starting the grouping process. Our method’s
performance is compared with those obtained by kernel k-means [4], min-cuts [5] and
MCSC [1]. For experiments, some images taken from Berkeley databases are consid-
ered [9]. Clustering performance is assessed in terms of segmentation quality. The
proposed NCChs significantly outperforms conventional spectral clustering methods
for solving the NCC problem in terms of speed and achieves comparable performance
results as well. This paper is organized as follows: In section2, the reference NCC
formulation is presented. In section3, we explain the proposed heuristic search-based
clustering. Section4 shows the results and discussion. Finally, some final remarks and
conclusions are presented in section5.

2 Normalized cuts based clustering (NCC)

Let X ∈ R
N×d be the data to be clustered representing the geometric coordinates of

nodes, withX = (x⊤
1 , . . . ,x

⊤

N)⊤, wherexi ∈ R
d is thei-th data point related toi-th

node, andN is the number of nodes. In matrix representation terms, The aim of NCC is
to determine a binary cluster indicator matrixM ∈ {0, 1}N×K such thatM = (m(1),

. . . ,m(K)), whereK is the number of groups and each vectorm(k) ∈ {0, 1}N is a
column vector formed by a binary data point membership regarding clusterk [1]. Also,
because each node can only belong to one cluster, the conditionM1K = 1N must be
satisfied, where1d is ad-dimensional all-ones vector. Then, the normalized cuts-based
clustering (NCC), described in [1], can be written as:

max
M

ε(M) =
1

K

tr(M⊤ΩM)

tr(M⊤DM)
; s.t. M ∈ {0, 1}N×K, M1K = 1N (1)

whereΩ ∈ R
N×N is the similarity matrix,D ∈ R

N×N is the degree matrix defined as
D = Diag(Ω1N ), and Diag(·) denotes a diagonal matrix built by its argument vector.

3 Solution of NCC problem via a heuristic search

First, take into consideration the following identities:

tr(M⊤ΩM) =

K∑

k=1

m(k)⊤Ωm(k) =

K∑

k=1

N∑

s=1

N∑

t=1

mtkΩtsmsk, and (2)

tr(M⊤DM) =

K∑

k=1

m(k)⊤Dm(k) =

K∑

k=1

N∑

s=1

m2
skdss =

N∑

s=1

dss (3)
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According to the previous statements and since
∑N

s=1 dss = ||Ω||L1 is constant,
the term tr(M⊤ΩM) is the only one term to be of interest. By recalling equation
(2) and since matrixΩ is symmetric, it is possible to write a new cost function to be
maximized, as follows:

tr(M⊤ΩM) = tr(Ω) + 2
∑

s>t

Ωtsmtt′mss′ = tr(Ω) + 2
∑

s>t

Ωtsδts (4)

Notice thatδts becomes0 in case of the dot product between the rowst ands equals to
0, i.e., when such rows are linearly independent. Otherwise, it yields1 pointing out that
row vectors are the same -containing1 in the same entry. The approach proposed here,
named NCChs consists of using prior knowledge about the known data labeling and a
pre-clustering stage to cluster heuristically the input data.

3.1 Prior knowledge and pre-clustering

According to eq. 4, since tr(Ω) is constant, the term to be maximized is plainly∑
s>t Ωtsδts. Within this framework, the solution may lead to a trivial solution wherein

all elements are belonging into the same cluster. In order to avoid this drawback, we
propose to incorporate prior knowledge taking advantage of the original labels. Then,K

data points (one per class) are arbitrarily chosen from the whole data set, in such a way
K different membership values (rows of matrixM ) are known in advance. Therefore,
clusters are assigned according to the maximum value of similarity but preserving the
K initial seed nodes belonging to respective clusters. This can be easily done by setting
the entrymik representing the prior nodes to be1, and0 for the remaining entries on
the same rowi. Also, in order to avoid wrongly assigning closer data points belonging
to different clusters, we first carry out a pre-clustering process, where a relatively low
percentage of the whole data set (ǫ) is added to the seed nodes whose value of similarity
is maximum. Denote the indexes related to the initial nodes asq = (q1, . . . , qK) where
qk ∈ {1, . . . , N}. Then, the coordinates of seed nodes are{xq1 , . . . , xqK}. Once all
the first assignments are done, we have the initialK seed nodes.

3.2 Heuristic search

Once the pre-clustering stage is done, we haveK initial clusters. The remaining data
points are assigned in accordance to the maximum similarity value between itself and
any of the previously assigned data points. The proposed heuristic to form the final
clusters work as follows. Each time that an entryΩij is chosen as the maximum sim-
ilarity in the actual iteration, it is then removed by settingΩij = 0 in order to avoid
taking it into consideration for the next iteration, and so on. This assignment pro-
cess is done until all the data points are belonging into any cluster, in other words,∑N

i=1

∑K

k=1 mik = ||M ||L1 = N . Note that we can employL1-norm since all entries
of M are positive. A graphic explanation of the search is shown in Fig.1.
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Fig. 1: Heuristic cluster assignment for a new data pointxn

As can be appreciated, the initial data points assigned to each cluster corresponds
to the coordinates given by the seed nodes:{xq1 , . . . ,xqK}. After the seed nodes are
assigned, pre-clustering is done by addingP data points to every seed node to form
the initial clusters. ValueP is selected as the integer closest toǫ% of the number
of dataN . Term h(k) denotes the set of indexes related to clusterk including its
corresponding seed nodeqk, which is incremented when new data points are added
to clusterk. In the example shown in Fig.1, xn is the new data point to be grouped.
To cluster it, we compare the similarity betweenxn and the actual formed clusters, i.e.,
Ωnh(k), ∀k ∈ [K] = {1, . . . , K}. At the end,xn is assigned to that cluster presenting
maximum similarity value regarding noden, following the rule: it is assigned to cluster
k such thatargmaxk Ωnh(k), s.t. k ∈ [K].

4 Results and discussion

To assess the performance of our method, we employ some images extracted from the
free access Berkeley Segmentation Data Set [9]. Images are characterized by RGB
color space and thexy position of each pixel. Due to memory usage restrictions, we
resize the images at20% of the original size. The proposed method is compared with
kernel k-means (KKM) [4], min cuts (Min-cuts) [5] and multi-cluster spectral clustering
(MCSC) [1]. All the methods are performed with a given number of clustersK setas
shown in shown in Fig.2 and using the scaled exponential similarity matrix as described
in [4], setting the number of neighbors to be9. To compare adequately the methods,
we standardize the results by setting the same initial parameters (number of clustersK

and a set of initial nodesq) for all cases. Experiments were done using MatLab Version
7.12.0.635 (R2011a) on a computer with RAM 8Gb, and processor Intel(R) Xeon(R)
CPU X5660 2.8GHz.

Image segmentation results are shown in Fig.2. The segmentation performance
is quantified by a supervised index noted as Probabilistic Rand Index (PR) explained
in [10], such thatPR ∈ [0, 1], being1 when regions are properly segmented. Proposed
NCChs achieves in most cases the best performance, showing clearly the benefit of the
use of a bit of prior knowledge, justK seed nodes are needed. Table1 depicts the
processing time employed by each method. Processing times are given as a proportion
of the highest one. In this case, highest process times for all considered images are
T

(1)
p = 112.87s, T (2)

p = 65.93s, T (3)
p = 66.43s, T (4)

p = 66.56s andT (5)
p = 66.75s.
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Original NCChs KKM Min cuts MCSC

(a) 113044 (b) PR = 0.6992 (c) PR = 0.7001 (d) PR = 0.6906 (e) PR = 0.6882

K = 2

(f) 118035 (g) PR = 0.8228 (h) PR = 0.7858 (i) PR = 0.8096 (j) PR = 0.7786

K = 4

(k) 12003 (l) PR = 0.6485 (m) PR = 0.6823 (n) PR = 0.7008 (o) 0.6901

K = 4

(p) 181091 (q) PR = 0.8140 (r) PR = 0.7700 (s) PR = 0.7078 (t) PR = 0.7992

K = 7

(u) 24004 (v) PR = 0.7190 (w) PR = 0.7065 (x) PR = 0.6727 (y) PR = 0.6771

K = 4

Fig. 2: Clustering performance on image segmentation along 10 iterations

Method Image

113044 118035 12003 181091 24004

NCChs 0.5553T (1)
p 0.6486T (2)

p 0.5643T (3)
p 0.5371T (4)

p 0.5980T (5)
p

KKM 0.8538T (1)
p 0.9339T (2)

p 0.9244T (3)
p 0.9327T (4)

p 0.9342T (5)
p

Min-cuts 0.7663T (1)
p 0.8951T (2)

p 0.7787T (3)
p 0.7412T (4)

p 0.8253T (5)
p

MCSC T (1)
p T (2)

p T (3)
p T (4)

p T (5)
p

Table 1: Average clustering processing time ratio along10 iterations

Note that our method spends the least processing time. IndexPR compares the
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resultant segmentation with multiple manually labeled ground-truth images through a
variability function regarding each pair of pixels in the ground-truth set. Then, we can
say that, in terms ofPR values, NCChs achieves a suitable trade-off between perfor-
mance and computational cost in contrast with the other considered methods.

5 Conclusions and future work

Spectral clustering methods have been applied in several applications and have shown
to be a powerful tool to solve grouping problems when data contains hardly separable
classes. Nonetheless, since they involve the computation of eigenvectors, they can be
prohibitive for clustering high-dimensional data. In this work, we introduced a new
alternative to solve the normalized cuts problem for clustering without using eigen-
vectors. From the conventional formulation, we derived a new cost function that can
be heuristically maximized by seeking for the nodes with maximum similarity. The
heuristic search outcome is a binary cluster indicator matrix. Also, in order to avoid
wrong assignments, we initialize the algorithm with some seed nodes and carry out a
pre-clustering stage. Results show that proposed method reduces the computational cost
in comparison with conventional spectral clustering methods, and achieves comparable
performance as well.

For future works, we will focus on improving the heuristic search by both estimating
properly the parameters for the pre-clustering stage and detecting outliers. As well,
generalizing the NCChs to be capable of working properly in cases when there exist
minority/unbalanced clusters and prior knowledge is not available.
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