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ABSTRACT OF THE DISSERTATION

Learning to Describe Images via Natural Language

by

An Yan

Doctor of Philosophy in Computer Science

University of California San Diego, 2024

Professor Julian McAuley, Chair

Teaching machines to describe visual images is one of the most long-standing challenges

in the field of Machine Learning. This thesis tackles the problem of describing images via natural

language: how to build machine learning models to read visual images and describe their content

as well as answer relevant questions. From the application perspective, strong image captioning

systems can contribute to applications such as visual question answering, dialogue systems and

visual-based robotics. For a long term goal, if we can build such systems (e.g., GPT-4V and

beyond), they would be a crucial step towards building Artificial General Intelligence: computers

that can perceive and explore the world as humans do.

This thesis focus on neural models: building vision understanding and language genera-

xii



tion models with deep neural networks. It mainly consists of three parts.

First, we will introduce concept bottleneck models, a class of models that build concept

layers for visual understanding. We will present our work on learning a concise concept space,

and follow-up applications for medical imaging to gain robustness.

In the second part of this thesis, we investigate how we can build practical image

captioning systems based on different neural text generation architectures, from LSTM to

transformers and pre-trained language models. In particular, we will cover four different tasks:

1) how we can describe the visual difference of two images; 2) how we can write medical

reports given Chest X-rays to assist doctors; 3) how to generate personalized explanations for

recommender systems; 4) how to augment text generation with visual imagination generated

from vision diffusion models.

In the third part, we will discuss recent advances, future directions and open questions in

this field, focusing on aspects of datasets, models, and applications. We will also introduce some

of our on-going attempts for these directions: for example, how to navigate phone screens and

complete mobile tasks with GPT-4V.

In summary, my research contributes to the field of vision and language, specifically

visual understanding via natural language, from the aspects of data curation, algorithm designing,

model training, as well as various downstream applications.
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Introduction

0.1 Motivation

Teaching machines to describe visual images via natural language is one of the most

long-standing challenges in the field of Artificial Intelligence. Before we start, we need to discuss

what it means to describe images via natural language? One of the most well-known example

is the image captioning task from Microsoft COCO (MS-COCO) [56], as shown in Figure 0.1,

where the task is to provide a generic caption for an input image. Overall, there are many tasks

that fit into this setting, we provide some typical tasks here:

1. Image captioning: Given an image, describe the content in one single sentence or multiple

sentences with detailed analysis.

2. Visual Question Answering: Given an image and a question in natural language, generate

or select an answer for the question.

3. Visual Dialog: Given ore or more images, the model is asked to have a conversation and

multi-turn dialog with a human user.

Before the era of transformers [95] and pretrained models (e.g., BERT [20], CLIP [79],

GPT-4V [73]), these tasks are often explored individually, and different architectures or learning

algorithms are designed. But most recently, the trend in the research community is to pretrain

large-scale models that can unify those tasks in a single model. Perhaps the most representative

and advanced example is GPT-4V, a pretrained Large Multimodal Models (LMMs) that serves

as a chatbot which capable of taking visual inputs and chat with human users. These models

1



Figure 0.1. Example images and captions from the Microsoft COCO dataset [56].

have enabled various applications, such as chatbots [73, 59], image generation [5], video

generation [74], mobile assistants [113], robot navigation [67], etc.

In this thesis, we are interested in how we can build practical neural models to describe

images, leveraging “small models” such as ResNet [31], LSTM [34] and non-pretrained trans-

formers [95], as well as recent “foundation models” such as CLIP, GPT-X, and image diffusion

models. Our vision-language applications spans from interpretable and robust image classifi-

cation, automated driving, medical report generation, personalization and recommendation, to

mobile GUI navigation and more.

2



0.2 Thesis Outline

This thesis mainly consists of three parts:

In the first part, Chapter 1, we will introduce the idea of understanding visual features

via natural language concepts, which builds concept bottleneck models for interpretable image

classification. In our work [111], we find that there is great noise and redundancy in the current

formulation of concept bottleneck models. We design a learning-to-search algorithm to find a

concise subset of representative concepts. We then present an application following this direction,

for medical imaging classification [112].

In the second part of this thesis, Chapter 2, we present some of our efforts on building

practical image captioning models. Specifically, we will cover four different tasks: 1) how to de-

scribe the visual difference of two similar images [110]; 2) how to generate medical reports given

Chest X-rays [108]; 3) how to generate personalized explanations for recommendation [109]; 4)

how to augment text generation with visual knowledge from vision diffusion models [131].

The third part, Chapter 3, we will explore recent advances, and future directions for

vision and language. Is GPT-4V all we need? If not, what we can improve on top of it? We will

summarize some failure cases from interacting with GPT-4V, and discuss two main aspects for

data-drive machine learning: data and model. Lastly, we show some promising applications using

LMMs, including our effort on building phone screen navigation agents with GPT-4V [113].

0.3 Contributions

We make the following contributions in this thesis: 1) We made non-trivial contributions

to the research topic of concept bottleneck models, which builds interpretable and robust image

classifiers. 2) We made the effort of tackling different image captioning tasks, and proposed

various learning paradigms for these tasks. 3) We discuss the future of vision-language. We are

also among the first to explore multimodal agents with multimodal foundation models.

3



Chapter 1

Visual Understanding via Concepts

In this chapter, we will cover the essence of concept bottleneck models: a family of neural

classification models that are built with intermediate concept layers to obtain interpretability.

Before delving into the details of our work, we will give a brief introduction to the basics of

concept bottleneck models in Section 1.1. We will cover basic ideas and recent advance of

building concept bottleneck models with foundation models.

We then move to our work of learning concise concept bottleneck models in Section 1.2.

We show the problem of recent LLM-based concept bottleneck models: there is great redundancy

in these large-scale concepts generated by LLMs. In particular, we design a simple yet effective

learning-to-search method, to efficiently find much smaller subsets of concepts that can maintain

similar classification performance compared with these large-scale concepts.

Lastly, We present a follow-up work along this direction for medical imaging [112].

We show an additional benefit of using concepts: classification with concepts naturally brings

robustness. This work has the potential to mitigate spurious correlations in neural networks,

which is especially important in the medical domain, as there are many confounding factors that

could impact the diagnostic decision of a machine learning model.
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Figure 1.1. An explanation of concept bottleneck models. Concepts with high and low correla-
tions to the input image are highlighted in red and blue color.

1.1 Preliminary: Concept Bottleneck Models

Concept bottleneck models [42] are a family of neural models that leverage natural

language concepts to gain interpretability and interactivity. The idea is to build a concept layer,

that projects raw image features into this layer, and use these concepts to predict labels.

There are two issues with the original concept bottleneck models proposed in [42]: First,

for different tasks, one need to manually design concepts, which requires huge human effort. A

general image classification task consists of hundreds of classes. For medical domain, it would

also require expert knowledge from doctors.

The recent advance of foundation models creates new opportunities for building inter-

pretable visual recognition models, as demonstrated by the powerful capabilities of models such

as GPT-3 and ChatGPT in encoding world knowledge [9, 75]. A set of visual attributes that

are related to visual classes can be effortlessly queried from LLMs. Then we can noisily label

the correlation between an image and an attribute using VLMs (e.g., CLIP) by computing their

similarity. Given a set of attributes, we can construct a semantic vector where each dimension
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corresponds to a visual attribute and the value represents the similarity between the image and

the attribute. A high-level illustraion is shown in Figure 1.1. One recent work [115] shows

that a large set of attributes from LLMs (e.g., 50 attributes per class) can achieve comparable

performance to image features in a linear probing setting.

1.2 Learning a Concise Concept Space

two key observations motivate us to re-think this formulation: (1) A large number of

attributes dramatically hurts the interpretability of a model. It is unrealistic to manually check

thousands of attributes to fully understand model decisions. (2) We surprisingly find that when the

number of attributes is large enough (e.g., the dimension of image features), random words drawn

from the entire vocabulary can perform equally well as LLM-generated attributes. Moreover,

reducing the number of random words by 25% can still attain competitive performance. This

indicates that redundant and noisy information exists in the massive LLM-generated attributes.

1.2.1 Visual Concepts vs. Random Words

Conceptually, the semantic projection in concept bottleneck models resembles principal

component analysis, where we aim to find a set of bases in the form of natural language, and

by projecting the images into these bases we obtain a concept space where each dimension

in the space corresponds to a visual concept. However, one would argue if the large set of

attribute concepts we obtained from LLMs is the optimal language basis. As of today, LLMs are

models that noisily condense world knowledge from the web, and are not optimized for visual

recognition or visual reasoning tasks.

From a linear algebra view, given an image feature XI ∈ RN , if we have N concepts

where their vectors are orthogonal to each other, we can perfectly preserve the information and

obtain same performance with those N concepts. Even though it is almost impossible to sample

orthogonal embeddings from a language encoder, this still motivate us to find

Intuitively, most concepts in the large concept pool are irrelevant to classify a certain class.
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Table 1.1. Examples from Random (R), Sil-
imlar (S), GPT-3 (G) attributes

Examples

R
boy champagne

allied whose acrobat

eight centered lobby heads

S
red,gray,snow wings

orange wings

lime,navy wings

G
sloping forehead

distinctive white throat

bright red head and breast

For example, attributes that describe dogs are less likely to be suitable attributes to recognize

birds or cars. Practically, formatting a compact attribute set is also helpful for humans to interact

with the model and understand its behavior better. A small number of attributes is much easier

for diagnostic purposes and making decisions with these neural models, which is the ultimate

goal of building interpretable models.

Therefore, we propose the concept space hypothesis: there exist subsets of attributes

that can still achieve high classification performance with a much smaller size.

To test this hypothesis, we start experiments by comparing the performance of LLM

concepts with random words. Surprisingly, we find that LLM-generated attributes in a large

quantity behave just like random words. We compare our method of using GPT-3 generated

visual attributes with random or similar words. Here, we constructed random words by randomly

choosing 1-5 words from the entire English vocabulary, and semantically similar words by

combining 1-3 random colors with the noun “wings” as suffix. As shown in Figure 1.2, when

K = 512, random words perform as well as GPT-3 attributes in terms of classification accuracy.

Even reducing K from 512 to 256 does not significantly hurt its performance. But when K is

small (e.g., 64), the performance of random words drops dramatically. We conjecture that it is
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concise set of representative attributes; (b) An example using the attributes for interpretable
visual recognition.

because text embeddings randomly drawn from CLIP are nearly orthogonal bases [102]. Given

an image feature ∈ RD, projection with a set of K=D orthogonal bases can perfectly preserve

its information. We further explore how similar words (e.g., red wings, yellow wings) behave.

Embeddings of similar words in a trained language model are not orthogonal bases hence the

projection will lose information when K is large (e.g., intuitively it is hard to classify 200 bird

species using only the color combination of wings). But as K gets smaller, since those similar

words have close semantic meanings, they start to outperform random words. Overall, these

findings motivate us to find a concise set of meaningful attributes while maintaining competitive

performance.

1.2.2 Method: Learning to Find Concise Concepts

In this section, we introduce our key components for a new paradigm of visual recognition.

It mainly consists of three modules: First, given an image domain, we query large language
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models to obtain a large set of visual attributes for the categories of a task. Second, we use a

semantic transformation to project the image features into attribute features via a vision-language

model, where each dimension in the new space corresponds to an attribute concept, and a higher

value represents higher correlation between the image and the attribute. Finally, given the

large space of attributes, we propose a novel learning-to-search method to efficiently prune the

attributes into a much smaller subset to obtain a concise model for classification. See framework

in Figure 1.3.

Generating Attributes from LLMs The first step of our framework is to obtain a set of

appropriate attribute concepts. Given a dataset with different categories, (e.g., CUB with 200

bird classes), what are the distinctive visual attributes to recognize them? Manually labeling and

designing these attribute concepts can be costly, and can not scale to large numbers of classes.

Large Language Models (LLMs), such as GPT-3 [9] and ChatGPT, provide an alternative

solution. We can view these language models as implicit knowledge bases with exceptional

world knowledge on a variety of tasks and topics, which humans can easily interact with through

natural language to query knowledge. To effectively query knowledge from LLMs with regard to

classifying images, we use the following prompting template to query attributes for each class:

Q: What are the useful visual features to distinguish Yc in a photo?

where Yc corresponds to the name of class c in the form of natural language.

Semantic Projection After obtaining a pool consisting of N attribute concepts, the second

challenge is how we can best leverage these attributes to build interpretable image classifiers.

Recent advances of vision-language models such as CLIP bridge the gap between images and

text, by pre-training models with large scale image-text pairs. Intuitively, converting from images

to text is a discretization process that will unavoidably lose rich semantic information stored in

an image.

To better preserve information, we use a semantic projection that transforms a visual

feature into an attribute concept space. Given an image I, we convert the D-dimensional image
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feature V ∈ RD into an N-dimensional attribute concept vector A ∈ RN :

V = ΘV (I),Ti = ΘT (ai)

si = cos(V,Ti), i = 1, ...,N (1.1)

A = (s1, . . . ,sN)
T

where cos(·, ·) is the cosine similarity between two vectors, si is the cosine similarity between

two vectors. ΘV and ΘT are the visual and text encoder of a VLM. Ti is the embedding of the

i-th attribute in the attribute concept pool, i ∈ {1, . . . ,N}. A is the semantic vector of image I.

Task-Guided Concept Searching Given N attribute concepts, finding a subset of K

attributes (K ≪ N) to achieve the optimal classification performance is essentially a searching

problem: the brute force solution is to exhaustively train different models from all possible

combinations and find the one with the best performance, which is impractical due to high

computational cost given the large search space.

Inspired by dictionary learning and vector quantization techniques [94], we present

a learning-to-search method that learns a dictionary to approximate an expressive subset of

attributes given fixed K. Specifically, we first define an embedding matrix E ∈ RK×D, where

K is a K-way categorical that equals the number of attributes, and D is the dimensionality of

embedding vectors V and Ti (i.e., the latent dimension of VLMs), where V and Ti is the image

embedding and the i-th attribute embedding shown in Eq.(1.1). Since our goal is to find K

attributes to be expressive, we propose a task-guided attribute concept searching method to

optimize for a particular task. For visual recognition tasks, we use a classification head to project

the dictionary into KC classes and guide the learning process with the categorical cross-entropy

loss:

Lce =− 1
M

M

∑
i=1

KC

∑
c=1

yi,c log(pi,c) (1.2)

where M is the number of images in a mini-batch, yi,c is the binary indicator of the i-th image
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in the mini-batch belonging to class c, and pi,c is the predicted probability of the i-th image

belonging to class c.

But simply training with the guidance of the cross-entropy loss is suboptimal, as the

embeddings E are not in the same space of T. Thus, we use the Mahalanobis distance as a

constraint to encourage the embeddings to be optimized towards the latent space of vision-

language models. Given a sampled probability distribution T, the Mahalanobis distance of E j

from T is defined as

D j
mah =

√
(E j −µµµ)S−1(E j −µµµ) (1.3)

where µµµ = (µ1, ...,µD) is the mean vector and S is the positive-definite covariance matrix of T.

Then the regularization term is defined as:

L j
mah =

1
K

k

∑
j=1

D j
mah (1.4)

Overall, our model is optimized with a mixture of two losses:

Lloss = Lce +λ

K

∑
j=1

L j
mah. (1.5)

After training, we have the embedding matrix E which will be used for searching the

attributes from the attribute concept pool C . Note that for E ∈ RK∗D, each row of E is a

D-dimensional vector. We denote the j-th row of E as E j. We use greedy search as follows:

T∗
j = argmax

i∈{1,··· ,N}
cos(Ti,E j),

s.t. T∗
j ̸= T∗

k ,∀1 ≤ k < j, (1.6)

where j is from 1 to K,

As j iterates from 1 to K, we can find K attribute embeddings T∗
j , j ∈ {1, · · · ,K}, which corre-
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sponds to K expressive attribute concepts and are the condensed features containing the necessary

knowledge for the task. With the selected attributes, we can calculate the semantic vector of each

image as in Eq. (1.1), where each dimension of the vector is a similarity score between the image

and an attribute. We evaluate the performance of these semantic vectors with linear probes, and

the obtained linear model is used for inference and analysis.

1.2.3 Experimental Results

Datasets We conduct our experiments on 8 different image classification datasets, includ-

ing: CUB [98], CIFAR-10 and CIFAR-100 [44], Food-101 [8], Flower [70], Oxford-pets [77],

Stanford-cars [43], Imagenet [18]. For Imagenet, it is not trivial to analyze all 1000 diverse

classes. So we narrow the scope to 397 animal classes, with 509,230/19,850 samples for train/test.

We denote this subset as Imagenet-Animals. For other datasets, most of them include images

within a specific domain (CUB, Flower, Food, Oxford-pets, Stanford-cars), while CIFAR-10 and

CIFAR-100 contain broader classes that lie across domains.

Baselines We compare with state-of-the-art works that leverage attributes either from

human annotations or from LLMs. For a fair comparison, we use linear probes to evaluate

all methods: (1) CompDL [121] builds semantic vectors using CLIP scores between human-

designed attributes and images. (2) LaBO [115] is a recent work that builds semantic vectors

with a large set of attributes from LLMs. (3) Human [42]. Attribute labels for each image

are annotated by humans. We compare with two versions: binary labels for each attribute, and

calibrated labels with confidence scores given by annotators.

Comparison with previous work We first compare our method with LaBo [115]. It is

designed to use Mc concepts per class with default number of 50, which corresponds to 10,000

attributes for CUB. For fair-comparison, we set Mc as 1 and 2 in the experiments. As shown

in Table 1.2, our method outperforms LaBo with the same number of attributes on both the

full and few-shot setting. Furthermore, our method can achieve similar accuracy with only a

smaller number of attributes (e.g., 32 attributes for CUB). These results suggest that our learned
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Table 1.2. Comparison with state-of-the-art. LaBo is designed to use at least as many attributes
as classes. We use “–” to denote non-applicability.

Datasets CUB CIFAR-10 CIFAR-100 Flower

K 32 200 400 8 10 20 64 100 200 32 102 204

LaBo – 60.93 62.61 – 78.11 84.84 – 75.10 76.94 – 80.98 86.76
Ours 60.27 63.88 64.05 77.47 80.09 87.99 73.31 75.12 77.29 80.88 87.26 89.02

Datasets Food Oxford Pets Stanford cars Imagenet Animals

K 64 101 202 16 37 74 64 196 392 128 397 794

LaBo – 79.95 81.33 – 76.91 84.33 – 72.33 74.39 – 74.88 75.49
Ours 78.41 80.22 81.85 76.29 83.15 85.91 72.07 74.57 75.56 74.48 75.69 75.83

Table 1.3. Comparison with human annotations on CUB.

K (# of attributes) 8 16 32 312

Human Binary [98] 4.02 7.31 10.11 47.38
Human Calibration [42] 3.75 7.15 9.78 43.37
CompDL [121] 12.64 26.41 28.69 52.60
Ours 31.67 48.55 60.27 65.17

attributes are discriminative enough to classify the images, despite given much fewer attributes.

We then further compare with human annotations from CUB. For K < 312, we select

attributes based on their accumulated confidence score for all samples. As shown in Table 1.3,

human annotated attributes are more noisy than CLIP similarities. With the same attributes,

CLIP scores from CompDL build more expressive features. On top of that, our LLM-suggested

attributes significantly outperform human designs, e.g. by using 16 attributes we achieve similar

performance as 312 attributes defined by humans.

1.2.4 Knowledge Summarization with Concise Concepts

We show our learned descriptive attributes with K = 8 in Figure 1.4. Intuitively, we can

observe these attributes are distinctive for each domain. Take birds recognition (CUB) as an

example, the eight attributes covered most of the body parts of a bird (head, breast, legs, etc.).

As we are condensing knowledge from hundreds of bird classes, each attribute broadly covers

many categories. A bright red head and breast can be a noticeable visual attribute for many
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C
U

B
• distinctive white throat
• bright red head and breast
• pinkish red breast patch with white edges 
• bright yellow, green and blue plumage
• Red face with a black cap and bib
• Short legs for perching on reeds 
• white and black spotted breast
• sloping forehead 

C
IF

A
R

1
0

• antlers (in males)
• pointed bow and stern
• propellers or jet engines
• moist slimy skin
• long head with a mane and tail
• landing gear
• portholes along the hull
• four wheels

C
IF

A
R

1
0

0

• a seat for the rider
• catkins (flowers) in spring
• many windows in the façade
• five pairs of walking legs
• smooth oval shaped sepals
• four-limbed primate
• headboard and footboard
• towers with conical roofs

Fl
o

w
e
r

• Shiny wax coating on the spathe 
• large, yellow or orange flower head
• bright pink color 
• large, white petals with a yellow center
• pink to purple colored petals with red lips
• bright red and yellow petals
• pink, white, or lavender flowers with five petals
• deep purple or blue flowers

Fo
o

d

• elbow macaroni noodles
• Shredded pork meat in the middle of the sandwich 
• large pieces of clams visible in the chowder
• usually served in a warm wrap or burrito shell 
• sliced into thin wedges or cubes 
• thinly sliced raw fish
• tender squid rings inside 
• a crisp, fried pastry dough exterior

O
xf

o
rd

 P
e
ts

• black and tan coloring
• short coat of glossy black fur
• Long legs and neck
• Shade of red or wheaten color
• large, round eyes
• Pointed ears
• white blaze on face and chest
• greyish blue fur with silver tips

Im
ag

e
n

e
t

A
n

im
al

s

S
ta

n
fo

rd
 C

a
rs

• signature Lincoln split headlamps
• large front grille with the signature BMW kidney 

shape
• large size with a wheelbase of 149.4 inches
• “4Runner” badge on the rear liftgate
• signature SRT8 grille with crosshair pattern
• Porsche logo on front grille and trunk lid
• S6 badge on the trunk lid
• unique HUMMER H2 logo on front grille

• male finches have a bright red breast
• brownish-yellow fur
• small, four-limbed canid
• long, black, shiny body
• the carapace is rough and bumpy
• white spots on the crab's shell
• English setters are bred in England
• long, wirehaired coat

Figure 1.4. A concise set of 8 descriptive attributes learned for each dataset with sampled
images.

bird species, such as the Northern Cardinal and the Vermilion Flycatcher. Overall, explaining a

domain with a few descriptive attributes is challenging, even for an expert with sufficient domain

knowledge. But our model is able to automatically provide a level of knowledge to help humans

understand how visual recognition works.

1.3 Application to Medical Imaging

1.3.1 Concepts bring Robustness

Neural networks are prone to learn spurious correlations for classification tasks. In

the non-medical domain, [87] found that models trained on the Waterbirds dataset correlate

waterbirds with backgrounds containing water, and models trained on the CelebA dataset [60]

correlate males with dark hair. This could be more of an issue for medical image classification, as

confounding factors broadly exist and labeled data are often limited [16]. Take the classification

of patient X-rays between Covid-19 and normal for instance, certain factors such as the hospitals

14



is c濿assified as Normal because:
Defi瀁ed cardiac b瀂rders

Prese瀁ce 瀂f a濿ve瀂濿ar c瀂瀁s瀂濿idati瀂瀁

N瀂r瀀a濿 瀀ediasti瀁a濿 si濿h瀂uette

Abse瀁ce 瀂f 濿y瀀瀃hade瀁瀂瀃athy

P濿eura濿 effusi瀂瀁 瀃rese瀁t

Prese瀁ce 瀂f a濿ve瀂濿ar c瀂瀁s瀂濿idati瀂瀁

Defi瀁ed cardiac b瀂rders

N瀂r瀀a濿 瀀ediasti瀁a濿 si濿h瀂uette

P濿eura濿 effusi瀂瀁 瀃rese瀁t

Abse瀁ce 瀂f 濿y瀀瀃hade瀁瀂瀃athy

is c濿assified as Normal because:

Old?

Predict

Robustness Interpretability Accuracy Robustness Interpretability Accuracy 

Clear Lung?

ConceptImage Feature Predict
is c濿assified as Normal because:
Defi瀁ed cardiac b瀂rders

Prese瀁ce 瀂f a濿ve瀂濿ar c瀂瀁s瀂濿idati瀂瀁

N瀂r瀀a濿 瀀ediasti瀁a濿 si濿h瀂uette

Abse瀁ce 瀂f 濿y瀀瀃hade瀁瀂瀃athy

P濿eura濿 effusi瀂瀁 瀃rese瀁t

Prese瀁ce 瀂f a濿ve瀂濿ar c瀂瀁s瀂濿idati瀂瀁

Defi瀁ed cardiac b瀂rders

N瀂r瀀a濿 瀀ediasti瀁a濿 si濿h瀂uette

P濿eura濿 effusi瀂瀁 瀃rese瀁t

Abse瀁ce 瀂f 濿y瀀瀃hade瀁瀂瀃athy

is c濿assified as Normal because:

Normal

Image Feature

(Previous Work) (Our Work)

Covid19

（Normal Lung of Old People） （Normal Lung of Old People）

Figure 1.5. High level illustration of our framework which utilizes concepts for medical
image classification to achieve interpretability and robustness while maintaining accuracy. Left:
Classification with a visual encoder; Right: Classification with concepts. A Chest X-ray from a
healthy old individual may be classified as Covid-19 because of the age, while our method can
mitigate spurious correlation by classifying with clinical concepts.

where the X-rays are performed and the age of the patient strongly correlate with the target disease

classification. To quantify this issue, we curated datasets of known confounding factors such as

hospitals, age and gender, and found that standard visual classifiers and previous popular methods

designed to mitigate spurious correlations often perform poorly and struggle to generalize in

these datasets. As a concrete example, instead of learning to predict Covid or normal, the

classifier might instead learn to predict if the X-ray is from a young or old patient.

Inspired by recent work and our own work above that uses attributes [42, 111, 23] or

descriptions [63] to amplify image classification, in this section, we bring a new perspective to

address spurious correlations in medical imaging through natural language concepts.

Specifically, we elicit medical knowledge from large language models (e.g., GPT-4) in

a zero-shot manner to build a set of concepts, i.e., concise descriptors regarding each disease

or pathology, and project visual features into the concept space using a vision-language model

to connect two modalities, and finally classify medical images with the concept vector. By

doing so, we explicitly tell the model to learn desired features rather than possible spurious

correlations, hence improving the robustness of classification models. Empirically, we find

that classification using concepts can alleviate spurious correlations and substantially improve
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Figure 1.6. The overall framework of classification with concepts. (a) Eliciting medical
knowledge from GPT-4. (b) Projecting visual features into the concept space for classification.

classification performance on challenging datasets. An illustration is shown in Figure 1.5.

1.3.2 Framework Overview

As shown in Figure 1.6, we first interact with a large language model, GPT-4, to generate

useful medical concepts for target diseases or pathology. We further ask a board-certified

radiologist to check if these concepts are clinically correct. Empirically, we find GPT-4 concepts

to be comparable or slightly better then human designed descriptors for classification.

After obtaining a set of N useful concepts C = {c1,c2, . . . ,cN} from GPT-4, we leverage

a specialized medical VLM, BioViL [7], to connect medical concepts with images. Given an

image I and a concept set C = {c1,c2, . . . ,cN}, we extract its feature map V ∈ RH×W×D and the

text embeddings ti ∈ RD from the two stream visual and text encoders.

Given V and ti, one can obtain a heatmap Hi by computing their cosine distance. We

then apply average pooling to obtain the similarity score between a concept and an image:

si =
1

H ·W

H

∑
j=1

W

∑
k=1

H j,k
i (1.7)
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We obtain a concept vector e = (s1, . . . ,sN)
T , representing the similarity between an image and a

set of concepts.

Finally, we learn a decision layer to predict Mc classes given concept vectors. To gain

a level of interpretability [71], we normalize concept vectors e to a scale of 0 and 1, and use

a fully connected layer WF ∈ RMc×N without bias terms. Training is done with a categorical

cross-entropy loss.

Since each logit zi,c (corresponding to pi,c) is a linear combination of non-negative

concept scores ei = (s(i)1 , . . . ,s(i)N )T , i.e., zi,c = ∑
N
j=1 WF

j,cs(i)j . We can interpret the weights in

WF as importance scores for classifying class c with concepts. Higher absolute values in W F
j,c

indicate that the concept is more important for classification. Negative weights can be interpreted

as negations, i.e., the non-existence of this concept. Overall, this final linear layer offers a way

for human to better understand and analyze model decisions.

1.3.3 Creating Diagnostic Datasets

With the framework designed above, we are ready to conduct experiments to verify

its effectiveness. But before that, we need to find the right benchmarks, ideally with explicit

confounding factors to make performance analysis easier.

To this end, We first create four datasets with strong confounding factors as follows: (1)

NIH-gender: We use the meta data from NIH-CXR [101] to build a subset with male and female

chest X-rays for classifying Atelectasis and Effusion. (2) NIH-age: We build a subset from

NIH-CXR with young and old chest X-rays to classify normal and abnormal. (3) NIH-agemix:

Similar to NIH-age, the normal cases in the training set consist of 90% young patients and 10%

old paitents, while the abnormal cases consist of 90% old patients and 10% young patients.

(4) Covid-mix: We create a dataset from various sources to classify Covid-19 and non-Covid

Pneumonia. There can be several confounding factors in this dataset, for example, hospital, age

and gender. For all datasets, we create train/test sets with balanced classes, hence report accuracy

as the main metric.
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We then evaluate models on four standard benchmarks. These datasets do not have

explicit confounding factors, since the training and test samples are assumed to be randomly

drawn from the same distribution: (1) NIH-CXR [101] collected from NIH Clinical Center.

(2) Covid-QU [14] collected by Qatar University. (3) Pneumonia [40]: A public dataset for

detecting pneumonia. (4) Open-i [17]collected by Indiana University Hospital.

1.3.4 Experimental Results

Baselines We compare our method with three types of baselines: domain generalization

models designed to mitigate spurious correlations (ERMERM [89], Fish [89], LISA [117]), ,

visual encoders (BioViL Image Features), and recent methods that build Concept Bottleneck

Models (Post-Hoc CBMs [120], Label-free CBMs [71]) for image classification.

Results on datasets with explicit confounding factors We first compare our method

with baselines on the four curated datasets, as shown in Table 1.4. First, standard methods to

mitigate spurious correlations, such as Fish and LISA, may fail to capture the domain shift in

this challenging setting. Moreover, they also require explicit confounding labels to better learn

domain invariant features, which need careful expert analysis and are often difficult to obtain in

real-world scenarios. Second, image features can easily overfit to spurious correlations, even

for a medical domain visual encoder such as BioViL. For example, it only has an accuracy of

9% on the test set of NIH-age, meaning it learns to predict whether the chest x-ray is taken for

a young or old individual almost perfectly, instead of learning to predict normal or abnormal.

Finally, our method also outperforms recent concept bottleneck models and attains much better

robustness, demonstrating the effectiveness of our simple projection from visual features into a

concept space. Results on other benchmarks We then evaluate the performance of our method

on the other four datasets, which are popular benchmarks with no explicit confounding factors.

As shown in Table 1.5, on two datasets, projecting visual features into a concept space still leads

to slightly better classification performance than latent visual features. We conjecture the reason

could be the implicit confounding factors in the data, even though those datasets are assumed to
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Table 1.4. Performance comparison for robustness. Results are in percentage (%).

Models NIH-gender NIH-age NIH-agemix Covid-mix Interpretability

ERM 21.70 3.30 13.80 51.73 ✗

Fish 21.70 6.00 17.00 52.16 ✗

LISA 23.00 2.30 14.20 51.30 ✗

BioViL Image Features 71.60 9.40 13.70 51.08 ✗

BioViL Image Features (dropouts) 70.20 19.00 28.60 49.57 ✗

Post-Hoc CBM 77.40 13.70 16.70 51.08 ✓
Label-free CBM 78.90 32.90 35.80 47.40 ✓

Ours 79.60 50.70 53.40 62.36 ✓

be collected in an unbiased way where training and testing are drawn from the same distribution.

Hence classification with concepts can improve model robustness and performance even on

datasets without explicit confounding factors. This indicates the potential of our method to serve

as a universal framework for medical image classification, especially for real-world applications

where distribution shift between training and testing is unavoidable.

Table 1.5. Performance comparison on standard datasets without explicit confounding factors.

Models NIH-CXR Covid-QU Pneumonia Open-i Interpretability

BioViL Visual Encoder 63.66 78.14 86.70 71.01 ✗

BioViL Visual Encoder (dropouts) 43.59 68.59 77.08 55.39 ✗

Post-Hoc CBM 62.88 79.09 87.34 72.35 ✓
Label-free CBM 62.40 72.23 88.30 71.91 ✓

Ours 63.27 78.00 88.46 72.80 ✓

1.4 Conclusions

In this chapter, we show a novel class of models: concept bottleneck models that builds

intermediate concept layers for black-box neural models. We propose a way to learn a concise

concept layer to achieve higher interpretability and interactivity. We further qualitatively show

these learned concepts present a level of knowledge from visual datasets. Moreover, leveraging

concepts naturally brings robustness into the model. We hope our line of work could inspire

future research on concept learning, and also contributes to practical applications in various
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science and engineering domains that use deep learning models.

Chapter 1, in part, is a reprint of the material as it appears in the following publications:

“Learning Concise and Descriptive Attributes for Visual Recognition” by An Yan, Yu

Wang, Yiwu Zhong, Chengyu Dong, Zexue He, Yujie Lu, William Wang, Jingbo Shang, Julian

McAuley, published at International Conference on Computer Vision 2023. The dissertation

author was the primary investigator and author of this paper.

“Mitigating Spurious Correlations for Medical Image Classification via Natural Language

Concepts ” by An Yan, Yu Wang, Petros Karypis, Zexue He, Amilcare Gentili, Chun-Nan Hsu,

Julian McAuley, published at Medical Imaging Workshop in Conference on Neural Information

Processing Systems 2023. The dissertation author was the primary investigator and author of this

paper.
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Chapter 2

Image Captioning Models

The task of generating textual descriptions of images tests a machine’s ability to under-

stand visual data and interpret it in natural language. In this chapter, we will discuss image

captioning, one of the most important tasks for vision-language research. Our definition of

image captioning is relaxed over the well-known MS-COCO task which does single-sentence

captioning on a single image: given one or more images, with optional text input, the model is

asked to generate desired text conditioned on these images.

We will present our work for four different image captioning tasks: (1) Describing visual

differences between two images. We present a model to learn structured visual representations.

(2) Generating radiology reports given Chest X-ray images. We show how contrastive learning

can help regularize the text generation process, and encourage model to generate diverse, less-

generic reports. (3) Generating personalized explanations for recommender systems. We show

how to personalize text generation conditioned on user history and visual inputs. (4) Augmenting

pure text generation with visual images. We show how a vision foundation model, e.g., stable

diffusion [83], can augment text generation models such as BART [47] and GPT-2 [80].

Even though recent Large Multimodal Models, such as GPT-4V, have shown the benefits

of scaling-up, and presented strong capabilities to unify all image captioning tasks, we will show

that the ideas we discuss here still deliver insights to improve existing large-scale models and

provide principles to design the next-generation vision-language models.
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2.1 Describing Visual Differences

2.1.1 Motivation

Visual comparison is the task to describe visual differences between paired images [37, 93,

25]. To complete the task and generate comparative descriptions, a machine should understand

the visual differences between a pair of images. Previous methods [37] often consider the pair

of pre-trained visual features such as the ResNet features [31] as a whole, and build end-to-end

neural networks to predict the description of visual comparison directly. In contrast, humans can

easily reason about the visual components of a single image and describe the visual differences

between two images based on their semantic understanding of each one. Humans do not need

to look at thousands of image pairs to describe the difference of new image pairs, as they can

leverage their understanding of single images for visual comparison.

Therefore, we believe that visual differences should be learned by understanding and

comparing every single image’s semantic representation. Another relevant work [126] conceptu-

ally supports this argument, where they show that low-level ResNet visual features lead to poor

generalization in vision-and-language navigation, and high-level semantic segmentation helps

the agent generalize to unseen scenarios.

2.1.2 Method: Learning-to-Compare

We present a novel framework in Figure 2.1, which consists of three main components.

First, a segmentation encoder is used to extract structured visual features with strong semantic

priors. Then, a graph convolutional module performs reasoning on the learned semantic repre-

sentations. To enhance the understanding of each image, we introduce a single-image captioning

auxiliary loss to associate the single-image graph representation with the semantic meaning con-

veyed by its language counterpart. Finally, a decoder generates the visual descriptions comparing

two images based on differences in graph representations. All parameters are shared for both

images and both tasks.
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Figure 2.1. Our LEARNING-TO-COMPARE model. It consists of a segmentation encoder, a
graph convolutional module, and an LSTM decoder with an auxiliary loss for single-image
captioning.

Semantic Representation Construction To extract semantic visual features, we utilize

pre-trained fully convolutional networks (FCN) [61] with ResNet-101 as the backbone. An

image I is fed into the ResNet backbone to produce a feature map F ∈ RD×H×W , which is

then forwarded into an FCN head that generates a binary segmentation mask B for the bird class.

However, the shapes of these masks are variable for each image, and simple pooling methods

such as average pooling and max pooling would lose some information of spatial relations within

the mask.

To address this issue and enable efficient aggregation over the area of interest (the

masked area), we add a module after the ResNet to cluster each pixel within the mask into K

classes. Feature map F is forwarded through this pooling module to obtain a confidence map C

∈ RK×H×W , whose entry at each pixel is a K-dimensional vector that represents the probability

distribution of K classes.

Then a set of nodes V = {v1, ...,vK},vk ∈ RD is constructed as following:

vk = ∑
i, j

F ⊙B⊙Ck (2.1)

where i=1, ...H, j=1, ...,W,, Ck is the k-th probability map and ⊙ denotes element-wise multipli-
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cation.

To enforce local smoothness, i.e., pixels in a neighborhood are more likely belong to one

class, we employ total variation norm as a regularization term:

LTV = ∑
i, j

|Ci+1, j −Ci, j|+ |Ci, j+1 −Ci, j| (2.2)

Comparative Relational Reasoning Inspired by advances in visual reasoning and graph

neural networks [11, 51], we introduce a relational reasoning module to enhance the semantic

representation of each image. A fully-connected visual semantic graph G = (V,E) is built, where

V is the set of nodes, each containing a regional feature, and E is constructed by measuring the

pairwise affinity between each two nodes vi,v j in a latent space.

A(vi,v j) = (Wivi)
T (Wjv j) (2.3)

where Wi,Wj are learnable matrices, and A is the constructed adjacency matrix.

We apply Graph Convolutional Networks (GCN) [41] to perform reasoning on the graph.

After the GCN module, the output V o = {vo
1, ...,v

o
K},vo

k ∈ RD will be a relationship enhanced

representation of a bird. For the visual comparison task, we compute the difference of each two

visual nodes from two sets, denoted as V g
di f f = {vo

di f f ,1, ...,v
o
di f f ,K},v

o
di f f ,k = vo

k,1 − vo
k,2 ∈ RD.

Learning to Compare while Learning to Describe After obtaining relation-enhanced

semantic features, we use a Long Short-Term Memory (LSTM) [34] to generate captions. As

discussed above, semantic understanding of each image is key to solve the task. However, there is

no single dataset that contains both visual comparison and single-image annotations. Hence, we

leverage two datasets from similar domains to facilitate training. One is for visual comparison,

and the other is for single-image captioning. Alternate training is utilized such that for each

iteration, two mini-batches of images from both datasets are sampled independently and fed into

the encoder to obtain visual representations V o (for single-image captioning) or V o
di f f (for visual
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comparison).

The LSTM takes V o or V o
di f f with previous output word embedding yt−1 as input, updates

the hidden state from ht−1 to ht , and predicts the word for the next time step. The generation

process of bi-image comparison is learned by maximizing the log-likelihood of the predicted

output sentence. The loss function is defined as follows:

Ldi f f =−∑
t

logP(yt |y1:t−1,V o
di f f ) (2.4)

Similar loss is applied for learning single-image captioning:

Lsingle =−∑
t

logP(yt |y1:t−1,V o) (2.5)

Overall, the model is optimized with a mixture of cross-entropy losses and total variation

loss:

Lloss = Ldi f f +Lsingle +λLTV (2.6)

where λ is an adaptive factor that weighs the total variation loss.

2.1.3 Experimental Results

Datasets The Birds-to-Words (B2W) has 3347 image pairs, and each has around 5

descriptions of visual difference. This leads to 12890/1556/1604 captions for train/val/test splits.

Since B2W contains only visual comparisons, We use the CUB-200-2011 dataset (CUB) [98],

which consists of single-image captions as an auxiliary to facilitate the training of semantic

understanding. CUB has 8855/2933 images of birds for train/val splits, and each image has 10

captions.

Evaluation Metrics Performances are first evaluated on three automatic metrics: BLEU-

4 [76], ROUGE-L [55], and CIDEr-D [96]. Each generated description is compared to all
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five reference paragraphs. Note for this particular task, researchers observe that CIDEr-D

is susceptible to common patterns in the data (See Table 2.1 for proof), and ROUGE-L is

anecdotally correlated with higher-quality descriptions (which is noted in previous work [25]).

Hence we consider ROUGE-L as the major metric for evaluating performances. We then perform

a human evaluation to further verify the performance.

Table 2.1. Results for visual comparison on the Birds-to-Words dataset. Most Frequent produces
only the most observed description in the dataset: “the two animals appear to be exactly the
same”. Text-Only samples captions from the training data according to their empirical distribution.
Neural Naturalist is a transformer model in [25]. CNN+LSTM is a commonly-used CNN encoder
and LSTM decoder model.

Validation Test

Model BLEU-4 ↑ ROUGE-L ↑ CIDEr-D ↑ BLEU-4 ↑ ROUGE-L ↑ CIDEr-D ↑
Most Frequent 20.0 31.0 42.0 20.0 30.0 43.0
Text-Only 14.0 36.0 5.0 14.0 36.0 7.0
Neural Naturalist 24.0 46.0 28.0 22.0 43.0 25.0
CNN+LSTM 25.1 43.4 10.2 24.9 43.2 9.9

L2C [B2W] 31.9 45.7 15.2 31.3 45.3 15.1
L2C [CUB+B2W] 32.3 46.2 16.4 31.8 45.6 16.3

Human 26.0 47.0 39.0 27.0 47.0 42.0

Performance Comparison As shown in Table 2.1, first, L2C[B2W] (training with visual

comparison task only) outperforms baseline methods on BLEU-4 and ROUGE-L. Previous

approaches and architectures failed to bring superior results by directly modeling the visual rela-

tionship on ResNet features. Second, joint learning with a single-image caption L2C[B2W+CUB]

can help improve the ability of semantic understanding, thus, the overall performance of the

model. Finally, our method also has a smaller gap between validation and test set compared to

neural naturalist, indicating its potential capability to generalize for unseen samples.
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2.2 Medical Report Generation

2.2.1 Motivation

Automated radiology report generation aims at generating informative text from radio-

logic image studies. It could potentially improve radiology reporting and alleviate the workload

of radiologists. Recently, following the success of deep learning in conditional text gener-

ation tasks such as image captioning [97, 105], many methods have been proposed for this

task [38, 54, 57, 12].

Unlike conventional image captioning benchmarks (e.g. MS-COCO [56]) where refer-

enced captions are usually short, radiology reports are much longer with multiple sentences,

which pose higher requirements for information selection, relation extraction, and content or-

dering. To generate informative text from a radiology image study, a caption model is required

to understand the content, identify abnormal positions in an image and organize the wording to

describe findings in images. However, the standard approach of training an encoder-decoder

model with teacher forcing and cross-entropy loss often leads to text generation outputs with

high frequency tokens or sentences appearing too often [82, 35]. This problem could be worse

for chest X-ray report generation, since the task has a relatively narrow text distribution with

domain-specific terminology and descriptions for medical images, and models often struggle to

generate long and diverse reports [30, 6].

To tackle these challenging issues, we propose to introduce contrastive learning into

chest X-ray report generation. However, simply using random non-target sequences as negative

examples in a contrastive framework is suboptimal [46], as random samples are usually easy to

distinguish from the correct ones. Hence, we further introduce a weakly supervised contrastive

loss that assigns more weights to reports that are semantically close to the target. By exposing

the model to these “hard” negative examples during training, it could learn robust representations

which capture the essence of a medical image and generate high-quality reports with improved

performance on clinical correctness for unseen images.
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Figure 2.2. Illustration of our weakly supervised contrastive learning framework. We use a
task-specific BERT model to label the reports, guiding the contrastive learning process during
training.

2.2.2 Method: Contrastive Learning for Text Generation

Generating Reports with Transformer We leverage a memory-driven transformer

proposed in [12] as our backbone model, which uses a memory module to record key information

when generating long texts.

Given a chest X-ray image I, its visual features X are extracted by pre-trained convolu-

tional neural networks (e.g. ResNet [31]). Then we use the standard encoder in transformer to

obtain hidden visual features HX . The decoding process at each time step t can be formalized as

ŷt = Decoder(HX ,y1, . . . ,yt−1). (2.7)

We use a cross-entropy (CE) loss to maximize the conditional log likelihood log pθ (Y |X) for a

given N observations (X (i),Y (i))N
i=1 as follows:

LCE =
N

∑
i=1

log pθ (Y (i)|X (i)). (2.8)
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Labeling Reports with Finetuned BERT As shown in Figure 2.2, we first extract the

embeddings of each report from ChexBERT [90], a BERT model pretrained with biomedical

text and finetuned for chest X-ray report labeling. We use the [CLS] embedding of BERT to

represent report-level features. We then apply K-Means to cluster the reports into K groups.

After clustering, each report Y is assigned with a corresponding cluster label l, where reports in

the same cluster are considered to be semantically close to each other.

Weakly supervised Contrastive Learning To regularize the training process, we propose

a weakly supervised contrastive loss (WCL). We first project the hidden representations of the

image and the target sequence into a latent space:

zx = φx(H̃X),zy = φy(H̃Y ), (2.9)

where H̃X and H̃Y are the average pooling of the hidden states HX and HY from the transformer,

φx and φy are two fully connected layers with ReLU activation [66]. We then maximize the

similarity between the pair of source image and target sequence, while minimizing the similarity

between the negative pairs as follows:

LWCL =
N

∑
i=1

log
exp(si,i)

∑
li ̸=l j

exp(si, j)+α ∑
li=l j

exp(si, j)
, (2.10)

where si, j = sim(zx
(i),zy

( j))/τ , sim is the cosine similarity between two vectors, τ is the temper-

ature parameter, α is a hyperparameter that weighs the importance of negative samples that are

semantically close to the target sequence, i.e., with the same cluster label li = l j in Eq. (2.10).

Empirically, we find that these samples are “hard” negative samples and the model would perform

better by assigning more weights to distinguish these samples.

Overall, the model is optimized with a mixture of cross-entropy loss and weakly super-
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Table 2.2. The performance of all baselines and our full model on the test sets of MIMIC-ABN
and MIMIC-CXR datasets with respect to natural language generation (NLG) and clinical efficacy
(CE) metrics. Results are reported in percentage (%). ST is CNN+LSTM with attention [105].
HCR [38] is a hierachical CNN-RNN model. CVSE [68] is a cross-modal retrieval model.
TopDown [2] is a widely-used image captioning model. MDT is a memory-driven transformer
proposed in [12].

Dataset Model NLG metrics CE metrics

BLEU-1 BLEU-4 METEOR ROUGE-L Precision Recall F-1

MIMIC-ABN

ST 14.9 3.3 7.2 17.4 20.3 22.2 21.2
HCR 8.4 1.9 5.9 14.9 26.1 15.7 19.6
CVSE 19.2 3.6 7.7 15.3 31.7 22.4 26.2
MDT 24.6 6.6 9.7 23.0 34.0 29.1 29.4

MDT+WCL 25.6 6.7 10.0 24.1 33.2 30.9 30.0

MIMIC-CXR

ST 29.9 8.4 12.4 26.3 24.9 20.3 20.4
TopDown 31.7 9.2 12.8 26.7 32.0 23.1 23.8

MDT 35.3 10.3 14.2 27.7 33.3 27.3 27.6
MDT+WCL 37.3 10.7 14.4 27.4 38.5 27.4 29.4

vised contrastive loss:

Lloss = (1−λ )LCE +λLWCL, (2.11)

where λ is a hyperparameter that weighs the two losses.

2.2.3 Experiments

Datasets We conduct experiments on two datasets: (1) MIMIC-ABN, which was pro-

posed in [68] and contains a subset of images of MIMIC-CXR with abnormal sentences only, with

26,946/3,801/7,804 reports for train/val/test sets. (2) MIMIC-CXR [39], the largest radiology

dataset to date that consists of 222,758/1,808/3,269 reports for train/val/test sets.

Evaluation Metrics Performance is first evaluated on three automatic metrics: BLEU [76],

ROUGE-L [55], and METEOR [19].

We then use the CheXpert labeler to evaluate the clinical accuracy of the abnormal

findings reported by each model, which is a state-of-the-art rule-based chest X-ray report

labeling system [36]. Given sentences of abnormal findings, CheXpert will give a positive and
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Table 2.3. Generated samples from MIMIC-CXR dataset.

GT: there is moderate amount of right-sided subcutaneous emphysema which is similar in
appearance compared to prior. right-sided chest tube is again visualized. there is no increase in
the pneumothorax. bilateral parenchymal opacities are again visualized and not significantly
changed. the tracheostomy tube is in standard location. right subclavian line tip is in the mid
svc.
WCL: tracheostomy tube tip is in unchanged position. right-sided port-a-cath tip terminates in
the low svc. left-sided port-a-cath tip terminates in the proximal right atrium unchanged. heart
size is normal. mediastinal and hilar contours are similar. innumerable bilateral pulmonary
nodules are re- demonstrated better assessed on the previous ct. small right pleural effusion
appears slightly increased compared to the prior exam. small left pleural effusion is similar. no
new focal consolidation or pneumothorax is present. there are no acute osseous abnormalities.

GT: the lungs are mildly hyperinflated as evidenced by flattening of the diaphragms on the
lateral view. diffuse interstitial markings compatible with known chronic interstitial lung disease
are unchanged. there is no pleural effusion or evidence of pulmonary edema. there is no focal
airspace consolidation worrisome for pneumonia. mild to moderate cardiomegaly is unchanged.
the mediastinal and hilar contours are unremarkable. a coronary artery stent is noted. there is.
levoscoliosis of the thoracic spine .
WCL: lung volumes are low. heart size is mildly enlarged. the aorta is tortuous and diffusely
calcified. crowding of bronchovascular structures is present without overt pulmonary edema.
patchy opacities in the lung bases likely reflect areas of atelectasis. no focal consolidation
pleural effusion or pneumothorax is present. there are no acute osseous abnormalities.

negative label for 14 diseases. We then calculate the Precision, Recall and Accuracy for each

disease based on the labels obtained from each model’s output and from the ground-truth reports.

Performance comparison We compare our approach to other methods on two datasets.

As shown in Table 2.2, first, our method (MDT+WCL) outperforms previous retrieval (CVSE)

and generation based models (MDT) on most text generation metrics. Second, our contrastive

loss significantly improves clinical efficacy metrics, demonstrating its capability to accurately

report abnormal findings. Finally, the relative difference between MDT and MDT+WCL is higher

on MIMIC-CXR, which contains a larger training set for learning robust representations.

Generated Samples We present generation results from our model in Table 2.3.
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2.3 Personalized Text Generation

2.3.1 Motivation

Recommendations

…

R2: American FoodR1: Chinese Food R3: Japanese Food

Great selection of 
beers and delicious 
burgers!

The bread that comes with 
the entree soup is amazing. 
The cheesecake is on point.

Ours:
Personalized
Showcases
(Visual+Textual)

Previous:
Text-Only
Explanations
(e.g. Ref2Seq)

Food is very
delicious!

Burgers are great,
service is good, too.

Figure 2.3. Illustration of previous text-only explanation and our personalized showcases for
recommendations. Given a recommended item or business: (1) Text-only Explanation models
only use historical textual reviews from user and item sides to generate textual explanations.
(2) We propose a personalized showcases task to enrich the personalized explanations with
multi-modal (visual and textual) information, which can largely improve the informativeness
and diversity of generated explanations.

Personalized explanation generation models have the potential to increase the trans-

parency and reliability of recommendations [106, 107]. Previous works [129, 122] considered

generating textual explanations from users’ historical reviews, tips [53] or justifications [69].

However, these methods still struggle to provide diverse explanations because a large amount

of general sentences (e.g., ‘food is very good!’) exist in generated explanations and the text

generation models lack grounding information (e.g., images) for their generation process. To

further diversify and enrich explanations for recommendations, we propose a new explanation

generation task named personalized showcases (shown in Figure 2.3). In this new task, we
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explain recommendations via both textual and visual information. Our task aims to provide a

set of images that are relevant to a user’s interest and generate textual explanations accordingly.

Compared to previous works that generate only text as explanations, our showcases present

diverse explanations including images and visually-guided text.

To this end, the first challenge of this task is building a dataset. Existing review datasets

(e.g., Amazon [69] and Yelp ) are largely unsuitable for this task with low diversity and insuffi-

cient image data. Thus, we first construct a large-scale multi-modal dataset, namely GEST, which

is collected from Google Local Restaurants including review text and corresponding pictures.

Then, to improve the quality of GEST for personalized showcases, we annotate a small subset

to find highly matched image-sentence pairs. Based on the annotations, we train a classifier

with CLIP [79] to extract visually-aware explanations from the full dataset. The images and text

explanations from users are used as the learning target for personalized showcases.

For this new task, we design a new multi-modal explanation framework. To begin with,

the framework selects several images from historical photos of the business that the user is most

interested in. Then, the framework takes the displayed images and users’ profiles (e.g., historical

reviews) as inputs and learns to generate textual explanations with a multi-modal decoder.

However, generating expressive, diverse and engaging text that will capture users’ interest

remains a challenging problem. First, different from previous textual explanation generation,

the alignment between multiple images and generated text becomes an important problem

for showcases, which poses higher requirements for information extraction and fusion across

modalities. Second, a typical encoder-decoder model with a cross-entropy loss and teacher

forcing can easily lead to generating repetitive and dull sentences that occur frequently in the

training corpus (e.g., “food is great”) [35].

To tackle these challenges, we propose a Personalized Cross-Modal Contrastive Learning

(PC2L) framework by contrasting input modalities with output sequences. Contrastive learning

has drawn attention as a self-supervised representation learning approach [72, 10]. However,

simply training with negative samples in a mini-batch is suboptimal [46] for many tasks, as the
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randomly selected embeddings could be easily discriminated in the latent space. Hence, we

first design a cross-modal contrastive loss to enforce the alignment between images and output

explanations, by constructing hard negative samples with randomly replaced entities in the output.

Motivated by the observation that users with similar historical reviews share similar interests, we

further design a personalized contrastive loss to reweight the negative samples based on their

history similarities. Experimental results on both automatic and human evaluation show that our

model is able to generate more expressive, diverse and visually-aligned explanations compared

to a variety of baselines.

2.3.2 A Large-Scale Dataset from Google Maps

Dataset Collection Our dataset is constructed from Google Local (i.e., maps) using a

breadth-first-search algorithm with memorization. After collecting the review data, we filtered

out reviews of length less than 5 words, which are less likely to provide useful information;

we also removed reviews (2.13%) containing more than 10 images. We processed our dataset

into two subsets as (1) GEST-s1 for personalized image set selection, and (2) GEST-s2 for

visually-aware explanation generation. Statistics of our processed dataset are in Table 2.4,

Visual Diversity Analysis To distinguish our GEST from existing review datasets and

show the usefulness of personalized showcases, we first define CLIP-based dis-similarity in three

levels to measure the diversity of user-generated images in each business. Then, we compare

the visual diversities between our GEST data with two representative review datasets, Amazon

Reviews [62, 69] and Yelp.

First, similar to [79], we use the cosine similarity (denoted as sim) from pre-trained CLIP

to define the dis-similarity between image im and in as dis(im, in) = 1− sim(im, in). Thus, we

introduce visual diversity in three levels as Intra-Business Div, Inter-User Div and Intra-User

Div, with higher scores meaning more visual diversity.

Then, we investigate the visual diversities for our GEST data as well as Amazon Reviews

(using all categories All (A) and subcategories Beauty (B), Clothing (C), Electronics (E)) and
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GEST Amazon-A Amazon-B Amazon-C Amazon-E Yelp
0.0

0.2

0.4

Intra-Business Div Inter-User Div Intra-User Div

Figure 2.4. Visual Diversity Comparison with Amazon and Yelp. A, B, C, E in Amazon
denote different categories of amazon review datasets, which are uniformly sampled from All,
Beauty, Clothing and Electronics, respectively. Intra-/Inter- User Diversity for the Yelp dataset is
unavailable since Yelp images lack user information.

Yelp. For Amazon, we treat each item page as a “business” because reviews are collected

according to items. In our calculation, we sample 5,000 items with more than one user-uploaded

image. Note that images in Yelp dataset do not have user information, so we cannot calculate

user-level diversities for Yelp. From Figure 2.4, we have the following observations:

• Diversities within datasets: Figure 2.4 shows that for GEST and Amazon, Inter-User Div

is the highest and Intra-User Div is the lowest. It indicates even for the same business

(item), users focus on and present different visual information.

• GEST vs. Amazon: In Figure 2.4, three visual diversities of Amazon are consistently

lower than GEST by a large margin. We try to explain this by discussing the difference of

user behaviors on these two platforms. User-generated images on Amazon usually focus

on the purchased item. Though the information they want to show differs, there is usually

a single object in an image (i.e., the purchased item). Thus visual diversity is limited.

While for GEST, as examples in Figure 2.5 show, reviews on restaurants allow users to

share more diverse information from more varied items, angles or aspects. Compared with

Amazon, using GEST should generate more informative personalized showcases according
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Table 2.4. Data statistics for GEST. Avg. R. Len. denotes average review length and #Bus. de-
notes the number of Businesses. -raw denotes raw GEST. -s1 denotes GEST data for the first
step, and -s2 denotes GEST data for the second step of our proposed framework.

Dataset #Image #Review #User #Bus. Avg. R. Len.

GEST-raw 4,435,565 1,771,160 1,010,511 65,113 36.26
GEST-s1 1,722,296 370,563 119,086 48,330 45.48
GEST-s2 203,433 108,888 36,996 30,831 24.32

Amazing! Best Cesar salad I ever 
had and the cake was delicious.

Seafood soup was excellent. Granddaughter 
loved the Spaghetti and meatballs.

I had an excellent experience at this restaurant. 
The ambience is romantic and perfect for a 
couple date night.

An Italian 
Restaurant

User
Reviews

Figure 2.5. Example of business and user reviews in GEST. For a business (e.g., an Italian
restaurant), GEST contains historical reviews and images from different users.

to different user profiles.

• GEST vs. Yelp: Yelp images are high-quality and the intra-business div. is higher (0.44)

than GEST (0.39). Images in Yelp themselves are similar to images in GEST. However,

Yelp images do not fit our task due to the lack of user information for personalization.

2.3.3 Method: Personalized Cross-Modal Contrastive Learning

Personalized Image Set Selection Our framework overview is in Figure 2.6. The first

step of our framework is to select an image set as a visual explanation that is relevant to a

user’s interests, and is diverse. We formulate this selection step as diverse recommendation with

multi-modal inputs.

Multi-Modal Encoder. We use CLIP [79], a state-of-the-art pre-trained cross-modal

retrieval model as both textual- and visual-encoders. CLIP encodes raw images as image features,
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…

…

You have to get 
the scallops.
The “one bad 
hombre” drink is 
amazing! ……

Multi-
Modal
Encoder

Selection
Model

Multi-
Modal
Decoder

Multi-
Modal
Encoder

Everything was fresh 
and good. Toro Sushi 
was the bomb and I 
even dream about it 
the night after!

STEP 1:
Personalized Image

Set Selection

STEP 2:
Visually-Aware
Explanation

All review images from the business

User historical images

User historical reviews

Personalized
Contrastive Learning

Cross-Modal
Contrastive Learning

Figure 2.6. Illustration of our personalized showcases framework for a given business. We
take user historical images and textual reviews as inputs. First, we select an image set that is
most relevant to a user’s interest. Then we generate natural language explanations accordingly
with a multi-modal decoder. A cross-modal contrastive loss and a personalized contrastive loss
are applied between each input modality and the explanations. Last, the selected images and
generated textual explanations will be organized as multi-modal explanations to users.

and encodes user textual- and visual-profiles as user profile features.

Image Selection Model. We use a Determinantal Point Process (DPP) [45] to select the

image subset, which has recently been used for different diverse recommendation tasks [104, 4].

Compared with other algorithms for individual item recommendation, DPP-based models are

suitable for multiple image selection. Given user u and business b, we predict the image set Îu,b

as follows:

Îu,b = DPP(Ib,u), (2.12)

where Ib is the image set belonging to business b. In our design, we calculate user-image

relevance using the CLIP-based user’s profile features and image features. More details of the

model are in [104].

Visually-Aware Explanation Generation After obtaining an image set, we aim to gen-

erate personalized explanations given a set of images and a user’s historical reviews. Specifically,

we build a multi-modal encoder-decoder model with GPT-2 [80] as the backbone.

Multi-Modal Encoder. Given a set of user u’s (we omit the subscript u below for simplic-
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ity) historical reviews X = {x1,x2, . . . ,xK}, we use the text encoder of CLIP to extract the review

features R= {r1,r2, . . . ,rK}. Similar operations are applied to the input images I = {i1, i2, . . . , in},

where we use the CLIP visual encoder to extract visual features V = {v1,v2, . . . ,vn}. Those

features are then projected into a latent space:

ZV
i =WV vi,ZR

i =W R
i ri, (2.13)

where WV and W R are two learnable projection matrices. Then we use a multi-modal attention

(MMA) module with stacked self-attention layers [95] to encode the input features:

[HV ;HR] = MMA([ZV ;ZR]), (2.14)

where each HV
i , HR

i aggregate features from two modalities and [; ] denotes concatenation. This

flexible design allows for variable lengths of each modality and enables interactions between

modalities via co-attentions.

Multi-Modal Decoder. Inspired by recent advances of pre-trained language models, we

leverage GPT-2 as the decoder for generating explanations. To efficiently adapt the linguistic

knowledge from GPT-2, we insert the encoder-decoder attention module into the pre-trained

model with a similar architecture in [12]. With this multi-modal GPT-2, given a target explanation

Y = {y1,y2, ...,yL}, the decoding process at each time step t can be formalized as:

ŷt = Decoder([HV ;HR],y1, . . . ,yt−1). (2.15)

We use a cross-entropy (CE) loss to maximize the conditional log likelihood for N

training samples (X (i), I(i),Y (i))N
i=1 as follows:

LCE =−
N

∑
i=1

log pθ (Y (i)|X (i), I(i)). (2.16)
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We use ground truth images from the user for training and images from our image-selection

model for inference.

Personalized Cross-Modal Contrastive Learning Unlike image captioning tasks [105,

110] which mainly describe images, our task use multiple images as “visual prompts” to

express personal feelings. To encourage expressive and visual-aligned generations, we pro-

pose Personalized Cross-Modal Contrastive Learning (PC2L). We first project the embeddings

of images HV , historical reviews HR, and the target sequence HY into a latent space:

H̃V = φV (HV ), H̃R = φR(HR), H̃Y = φY (HY ) (2.17)

where φV , φR, and φY consist of two fully connected layers with ReLU activation and average

pooling over the hidden states HV , HR and HY from the last self-attention layers. With the

InfoNCE loss [72, 10], we then maximize the similarity between the pair of source modality and

target sequence, while minimizing the similarity between the negative pairs as follows:

LCL =−
N

∑
i=1

log
exp(sX ,Y

i,i )

exp(sX ,Y
i,i )+ ∑

j∈K
exp(sX ,Y

i, j )
, (2.18)

where sX ,Y
i, j = sim(H̃X

(i), H̃
Y
( j))/τ , sim is the cosine similarity between two vectors, τ is the temper-

ature parameter, (i) and ( j) are two samples in the mini-batch, K is the set of negative samples

for sample (i).

One challenge of this task is the model is asked to describe multiple objects in a set

of images [99]. To ensure the visual grounding between multiple image features and output

text, we design a novel cross-modal contrastive loss. Specifically, given a target explanation

Y = {y1,y2, ...,yL}, we randomly replace the entities in the text with other entities presented in

the dataset to construct a hard negative sample Y ent = {y′ent1,y2, ...y′ent2, ...yL} (i.e., “I like the

sushi” to “I like the burger”), such that during training, the model is exposed to samples with

incorrect entities regarding the images, which are non-trivial to distinguish from the original

39



target sequence. Thus, we add the hidden representation of Y ent as an additional negative sample

ent to formulate the cross-modal contrastive loss:

LCCL =−
N

∑
i=1

log
exp(sV,Y

i,i )

exp(sV,Y
i,i )+ ∑

j∈K∪ent
exp(sV,Y

i, j )
, (2.19)

On the other hand, to enhance the personalization of explanations, we re-weight negative

pairs according to user personalities. The intuition is that users with more distinct personalities

are more likely to generate different explanations. Motivated by this, we propose a weighted

personalized contrastive loss:

LPCL =−
N

∑
i=1

log
exp(sR,Y

i,i )

exp(sR,Y
i,i )+ f (i, j) ∑

j∈K
exp(sR,Y

i, j )
. (2.20)

where negative pairs in a mini-batch are re-weighted based on user personality similarity function

f . In our framework, user personalities are represented by their historical reviews. Specifically,

we define f function as:

f (i, j) = α
(1−sim(R̃(i),R̃( j))) (2.21)

i.e., we reduce the weights of negative pairs with similar histories, and increase those with

distinct histories. α (α > 1) is a hyperparameter that weighs the negative samples, sim is the

cosine similarity, R̃(i) and R̃( j) are the average features of two users’ input historical reviews.

Overall, the model is optimized with a mixture of a cross-entropy loss and the two

contrastive losses:

Lloss = LCE +λ1LCCL +λ2LPCL, (2.22)

where λ1 and λ2 are hyperparameters that weigh the two losses.
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Table 2.5. Performance comparison. Results are in percentage (%). GT is ground truth.

Model Input N-Gram Metrics Diversity Metrics Embedding Metrics

BLEU-1 BLEU-4 METEOR NIST DISTINCT-1 DISTINCT-2 CLIP-SCORE BERT-SCORE

GT - - - - - 6.06 43.23 28.41 -

ST img 8.24 0.28 3.41 28.08 2.74 17.41 24.31 85.20
R2Gen img 6.47 0.22 3.10 36.55 3.23 22.45 24.28 85.89

Ref2Seq text 7.09 0.67 3.80 30.78 0.92 5.89 23.83 84.71
Peter text 8.89 0.44 3.28 34.45 0.38 1.27 23.27 86.94

Ours
img 9.92 0.32 3.64 37.35 3.37 26.37 24.68 88.03

img+text 10.40 0.36 3.83 50.64 3.58 28.58 24.50 88.23

2.3.4 Experimental Results

Baselines. We compare our model with popular baselines from different tasks, including

image captioning, report generation and explanation generation:

• ST [105] is a classic CNN+LSTM model for image captioning.

• R2Gen [12, 108] is a state-of-the-art memory-driven transformer specialized at generating

long text with visual inputs.

• Ref2Seq [69] is a popular reference-based seq2seq model.

• Peter [52] is a recent transformer-based model which uses the user and item IDs to generate

explanation.

• img and text refer to image and text features respectively.

For textual explanations, we first evaluate with n-gram metrics: BLEU (n=1,4) [76], ME-

TEOR [19] and NIST (n=4) [21]. For diversity, we report DINSTINCT [49]. CLIP-SCORE [33],

BERT-SCORE [124] are two embedding metrics for visual alignment and semantic quality.

Performance Comparison Results for text explanation generation are presented in Ta-

ble 2.5. First, the clear gap between text-input models and image-input models on diversity

metrics validates the benefits of incorporating visual features. The setting of visually-aware

generation is able to generate accurate and diverse explanations. Second, PC2L shows substantial
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improvement on most of the metrics compared to other models. Though text-based models

Ref2Seq and Peter achieve competitive results with our method on some n-gram metrics such as

BLEU, their performance is much worse on diversity and embedding metrics.

Generation Results We present generated samples in Figure 2.7, and compare our

personalized showcases to single-modal explanations from Ref2Seq and Text GPT-2. Overall,

our visual explanations is able to recommend images that fit users’ interest. This indicates

the effectiveness of our image selection module and the selected images can be used as valid

visual explanations. More importantly, these images can provide grounding information for text

generation such that the textual explanations become more informative (i.e., specific dishes),

which aligns with automatic metrics as well as human evaluation.

We ordered pork and shrimp spring rolls that came with 
a peanut-y dipping sauce. Then we ordered a chicken 
banh-mi and a lemongrass beef with noodles.

if you like vietnamese food, you should try this place 
out. the spring rolls are a definite must -. the pho is good.

we ordered the fried rice and it was very good.

The burger was delicious though! My co worker said the 
Pork Torta was delicious! Other guys had Gyro, pizza 
and fish tacos. My Bacon Cheeseburger was excellent.

i had the grilled cheese sandwich and it was delicious !

Processed
User 
Reviews

Previous
Ref2Seq

Ours
Personalized
Showcases

bloody mary was perfect. food was wonderful, try the 
fried green tomato breakfast tacos.

The steak frites was tasty - it was charred, which I really 
liked, and topped with a butter sauce. The truffle fries 
were also really, really good.

i had the grilled chicken sandwich , which was delicious .

old school rustic feel with a wide selection of burgers 
and beers. the burgers were done well ……

EXAMPLE 1 EXAMPLE 2 EXAMPLE 3

i love it if you want to eat japanese - style ramen. the rice pilaf was very good as well. Previous
Text GPT-2

first time here, i had the bbq bacon cheeseburger 
medium rare with onion rings.

Figure 2.7. Comparison between text-only explanations (i.e., Ref2Seq and Text GPT-2) and our
personalized showcases.

2.4 Visual-Augmented Text Generation

2.4.1 Motivation

In previous sections, we introduced three different image captioning tasks, where the

model is asked to generate text conditioned on images. But what happens to pure natural language

generation tasks? One great resource human writers cherish is the ability of imagination, with
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Input Context x  
A man is seen skiing behind a boat. He holds on tight as he is pulled through the water. The man …

Target :  is water skiing until the end of the clip.y
Prediction : then moves to the side and begins to swim.̂y

AE Decoder

AE Encoder

CLIP 
Visual 

Encoder

...Mapping 
Network

... Language 
Model

Projection 
Layer

Machine Imagination I 

v 

 ̂t

c1 c2 cl t1 t2 tm 

Text Emb.Visual Prefix

Input Visual Feature

L"acherLcon#as!ve

Predicted Text Feature

Text-to-Image 
Generation

Visually-Guided Text Generation
Diffusion 

Model

Text Encoderrandomly 
initialized 

image

Figure 2.8. An overview of our model. Given an input context x, we first visualize the context
with the text-to-image generation model. Then we use the machine-generated image I as the
additional visual supervision to guide the language model in open-ended text generation.

which they render mental images about an actual or vicarious experience and link knowledge

that would later make the writing more concrete, sensible, and intriguing. Cognitive studies

show that visual imagery improves comprehension during language processing [26, 86], and that

mental imagery facilitates humans’ written language expression at young ages [27]. Inspired

by such a cognitive process in humans, we ask the research question of whether we can endow

machines with the same ability to utilize visual information and construct a general picture of

the context to guide text generation.

Recent advances in text-to-image synthesis [83] make it possible to visualize imaginations

for machines given some context. In the following section, we will introduce a way to generate

machine imaginations and use them to augment

2.4.2 Method: Imagination-Guided Open-Ended Text Generation

Text-to-Image Rendering In this work, we propose to use images generated conditioning

on the context by the machines as additional visual information to the LM. The text-to-image

generation backbone is StableDiffusion [83], which mainly consists of a text encoder, a diffusion

model, and an autoencoder. The text encoder is from the frozen CLIP ViT-L/14 [79] and encodes
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the input text to textual embeddings. The diffusion model uses UNet [84] to provide noise

estimation. The UNet is modified so as to attend to the input textual embeddings. The encoder

of the pretrained autoencoder encodes images into the lower-resolution latent maps zT . At each

step t, the diffusion model provides the noise estimation ε and modifies zt correspondingly. The

decoder of the pretrained autoencoder takes the final noise-free latent map z and generates the

image prediction. StableDiffusion is trained with LAION-5B [88].

Visual Prefix Construction One can encode the visual information with the pre-trained

visual models. However, such visual embedding may lie in a representation space different from

the LM due to the discrepancy between models. One way of introducing features extracted

by another network to the current model is through feature mapping [64]. With a dataset of

image-text pairs (I′,x′), we can pre-train a mapping network F for a given LM in an image

captioning formulation. More specifically, we encode I′ with the visual encoder Encvisual and

receive its visual features v′. Then we apply the mapping network F over v′, and receive a

sequence of l visual prefixes:

c′1,c
′
2, . . . ,c

′
l = F(v′) = F(Encvisual(I′)) (2.23)

We provide the list of visual prefix as input to the LM with the corresponding text x′ as the target

output. Such a pre-training process enables F to project visual features into the visual prefix that

lies within the same embedding distributions as the LM. The mapping network is agnostic of the

downstream task, and only depends on the visual source and the LM.

After generating a descriptive image Ii for the input context xi, we use CLIP to encode

Ii and receive its visual features vi. We apply the pre-trained mapping network F over vi, and

receive the visual prefix ci of length l:

ci = {ci
1,c

i
2, . . . ,c

i
l}= F(CLIP(Ii)) (2.24)
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Visually-guided Language Modeling We use the visual information to guide text

generation in two ways, reflected in the following two training objectives. Firstly, we directly

introduce the machine-generated visual information as input to the LM. We concatenate the

visual prefix ci and the text embeddings t i for the input context xi with m tokens. LM input

can be denoted as [ci; t i] = {ci
1, . . . ,c

i
l, t

i
1, . . . , t

i
m}. With yi = {yi

1,y
i
2, . . . ,y

i
n} denoting the target

output of n tokens, and θ denoting the trainable parameters, we can list out the teacher forcing

training objective as follows:

Lteacher =−
n

∑
j=1

log pθ (yi
j|ci; t i;yi

< j) (2.25)

In addition, we leverage a contrastive objective to enforce the generated text to be

semantically similar to the input visual supervision with the InfoNCE loss [72, 108]:

Lcontrastive =− log
exp(sim(vi, t̂ i)/τ)

∑ j ̸=i exp(sim(vi, t̂ j)/τ)
(2.26)

in which t̂ is the projected representation of the decoder’s last layer’s output, and can be viewed

as the sentence-level representation of the generated text. Here sim(·, ·) first normalizes the two

vectors, then compute their cosine similarity, and τ is the temperature. An overview of our model

is in Figure 2.8.

Training & Inference

We first pre-train the mapping network on the pre-training dataset with the teacher-forcing

objective. Such pre-training is agnostic of the downstream task, and only depends on the type of

base LM.

When applying our model on downstream tasks, we train the base LM with the teacher

forcing objective for the first Nno contra epochs. Then, we introduce the contrastive objective and

tune the base LM together with the mapping network and projection layer by minimizing the

45



following loss L. Here ep denotes the epoch and λ is the factor:

L =


Lteacher, ep < Nno contra,

Lteacher +λLcontrastive, ep > Nno contra,

(2.27)

During inference, we provide the context and machine-generated image to the LM. We

use beam search during decoding with a beam width of 10.

2.4.3 Experimental Results

Sentence Completion is a task of finishing the sentence in a commonsense inference

scenario. We conduct experiments on the ActivityNet [32] subset of HellaSwag [123], which

is a benchmark for commonsense natural language inference that ask the model to predict

the most likely follow-up among several choices given a specific context. We compare with

StoryEndGen [29] which encodes the given context incrementally and attends to the one-hop

knowledge graph retrieved from ConceptNet for the context tokens. We implement our method

on top of the GPT-2 [80], which by nature, can generate the follow-up for an arbitrary input in a

zero-shot manner.

Story Generation requires the model to compose a story based on the given title or con-

text. We conduct experiments on the widely used story generation benchmark ROCStories [65].

Each data item consists of a story title and a human-written five-sentence everyday life story

that incorporates commonsense related to the title. We provide the story title and the story’s

first sentence as the input context, and ask the LM to predict the following four sentences. We

consider the following methods as baselines: Action-Plan [24] first predicts the premise of a story

with the convolutional LM [15], then use fusion mechanism to encourage a convolutional seq2seq

model [28] to generate the story from the premise. Plan-and-Write [118] first plans a storyline

that consists of keywords, then generate the story conditioned on the storyline. SimCTG [92]

proposes a contrastive training objective that encourages the LM to learn discriminative and
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Table 2.6. Generation quality scores for few-shot text completion on the ActivityNet and few-
shot story generation on ROCStories. “Human” shows the human performance and “GPT2 no
finetune” denotes the vanilla GPT2 model without tuning. All the other listed models are trained
with 1% of the training data. “+ours” denotes introducing machine-generated images on top of
the base LM.

Task * Setting rep-2 ↓ rep-3 ↓ rep-4 ↓ diversity ↑ distinct-2 ↑ MAUVE↑ BERTScore↑

Sentence
Completion

0 Human 0.45 0.05 0.01 99.50 77.32 - -
1 GPT2 no finetune [80] 6.71 6.87 10.13 78.07 74.83 44.19 22.57

2 StoryEndGen [29] 39.53 35.11 39.30 34.12 44.57 0.45 -47.29
3 GPT2 text-only finetune 4.20 4.03 5.53 86.85 75.14 49.45 24.13
4 GPT2 +ours 2.43 2.61 3.57 91.63 75.92 60.30 24.25

Story
Generation

5 Human 1.76 0.38 0.15 97.71 56.34 - -
6 GPT2 no finetune 37.65 22.76 21.92 45.67 43.42 0.43 -7.77

7 Action-Plan [24] 52.05 35.58 28.11 26.97 21.43 0.41 -18.32
8 Plan-and-Write [118] 45.22 32.86 23.34 30.71 20.83 0.41 -37.35
9 SimCTG [92] 28.72 24.02 20.61 43.00 42.06 0.43 18.01

10 GPT2 text-only finetune 25.41 18.51 14.41 52.10 46.60 9.10 21.23
11 GPT2 +ours 10.73 5.64 3.42 81.36 51.91 35.94 23.03

isotropic token representations, and is implemented on GPT-2 [80].

Evaluation For sentence completion and story generation, we follow previous work

and evaluate the quality of the generated text from the aspect of model degeneration level

(rep-n, diversity, distinct-n), text distribution divergence (MAUVE), and semantic similarity

(BERTScore): (1) rep-n = 1.0 - |unique n-grams|
|total n-grams| measures sequence level repetition by computing

the portion of duplicate n-grams [103]. (2) diversity = ∏
4
n=2(1− rep-n) measures the diversity

of n-grams [91]. (3) distinct-n = |unique n-grams|
|length of text| measures the portion of distinct n-grams in the

text [49]. (4) MAUVE measures the learned distributions divergence between the generated

text and human-written text [78]. We report MAUVE with gpt2-large as the base model. A low

MAUVE indicates a great difference between the distributions of generated text and human text.

(5) BERTScore assesses contextual text similarity between two pieces of texts by computing

the cosine similarities between their tokens’ embeddings [124]. We report BERTScore with

roberta-large as base model. A low BERTScore means the generated text is contextually different

from the ground-truth.

Performance Comparison Open-ended text generation is a broad topic with flexible

and inexhaustible setups, many of which have low resources. Collecting annotations is often
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extremely expensive and time-consuming. Therefore, we report few-shot results to check if our

framework can rapidly adapt to new task setups with a few examples, which is more practical in

real-life.

More specifically, we report few-shot open-ended text generation results with 1% of the

training data. For sentence completion and story generation tasks, the base LM is GPT2-base [80].

For concept-to-text, we test it with BART-base [47] as the base LM.

For sentence completion, as shown in Table 2.6, StoryEndGen (#2) suffers from degen-

eration with the highest rep-n and the lowest diversity. Training with only 1% of the training

data improves GPT2’s performance on all metrics (#3 vs. #1). Under the same few-shot setting,

adding additional machine-generated images with ours (#4) further alleviate model degeneration.

The improvement on MAUVE also indicates that introducing visual input can aid GPT2 in

generating text that is more similar to the human-written ones.

For story generation, as shown in Table 2.6, for the story generation task that requires

the LM to compose longer text, we see the vanilla GPT2 without tuning suffering from more

severe degeneration compared to rendering a sentence ending (#6 vs. #1). The high rep-n scores

indicate that the two non-Transformer-based baselines Action-Plan (#7) and Plan-and-Write

(#8) stammer with repetitive tokens, which greatly differs from the human-written text (leads

to low MAUVE) and does not have concrete meanings (leads to low BERTScore). The models

based on GPT-2 (#9-#10) yield more complete sentences with concrete meanings (BERTScore

gets higher). However, they keep repeating the same sentence, which is still quite different

from human language (MAUVE remains low). Applying our method to GPT-2 leads to minor

degeneration and has the best performance on all metrics (#11).

Generated Samples We present generated results in Figure 2.9.
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Context: They mix the eggs around a bowl and place butter and milk into 
another bowl and mix them all together. They…

GPT2

(no finetune)

will be very soft and fluffy.

GPT2 

(text-only finetune)

are ready to use.

GPT2 + iNLG then put a bowl on the end of the sink and 
put the mixture in the sink.

Generated 
Image:

Context:    Barry at the Mall. Barry and his friends spent a day at the mall.

SimCTG

Barry was at the mall with his friends. They were 
all very excited to see him at the mall. They all 
had a great time at the mall. They all had a great 
time at work. They all had a great time at school

GPT2 

(text-only)

They went to the local mall and bought a new car. 
They drove to the mall and bought a new car. 
They drove to the mall and bought a new car. 
Barry's friends were very happy they bought a 
new car.

GPT2 

+iNLG

They were swamped by the crowds. Barry was 
scared to go home. They tried to avoid the mall, 
but they were stopped by the people at the mall.

Generated 
Image:

Context:      Two girls are standing in a yard wearing cheerleading outfits. 

                     A girl…

GPT2 

(text-only)

is standing in a yard with a group of girls.

GPT2 

+iNLG is wearing a white bikini and blue shorts.

Generated Image:

(a) Sentence Completion

(b) Story Generation

Figure 2.9. Sentence ending and stories generated by GPT2-based methods tuned with 1% of
the training data. Repetitive contents are underlined. The sentence ending and story written by
our model is coherent with the context, related to the machine-generated image, and has minor
degeneration. More demonstrative examples can be found in the Appendix.

2.5 Conclusions

In this chapter, we revisited some of the classical image captioning tasks via our previous

work. These tasks present the broad application cases for models capable of generating text

given images. For the technical takeaways, we show the benefit of multi-task learning for single-

image and multiple-image captioning, which is still not fully solved in today’s most advanced

open-source vision-language models. We also show a possible issue of next token prediction that

it tend to learn the head distributions from data, and the potential of incorporating contrastive

learning into training language models to mitigate this problem. Finally, visual features can
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potentially benefit text generation, and vision (e.g., stable diffusion, DALLE [81]) and language

foundation models (e.g., GPT-3, ChatGPT) may be unified together to create stronger models for

vision language understanding and generation.

Chapter 2, in part, is a reprint of the material as it appears in the following publications:

“Describing Visual Differences Needs Semantic Understanding of Individuals” by An

Yan, Xin Wang, Tsu-Jui Fu, William Wang, published at European Chapter of the Association

for Computational Linguistics,2021 The dissertation author was the primary investigator and

author of this paper.

“Weakly Supervised Contrastive Learning for Chest X-Ray Report Generation” by An

Yan, Zexue He, Xing Lu, Jiang Du, Eric Chang, Amilcare Gentili, Julian McAuley, Chun-Nan

Hsu, published at Empirical Methods in Natural Language Processing, 2021 The dissertation

author was the primary investigator and author of this paper.

“Visualize Before You Write: Imagination-Guided Open-Ended Text Generation” by

Wanrong Zhu, An Yan, Yujie Lu, Wenda Xu, Xin Eric Wang, Miguel Eckstein, William Wang,

published at European Chapter of the Association for Computational Linguistics, 2023. The

dissertation author was one of the primary authors of this paper.

“Personalized Showcases: Generating Multi-Modal Explanations for Recommendations”

by An Yan, Zhankui He, Jiacheng Li, Tianyang Zhang, Julian McAuley, published at The

International ACM SIGIR Conference on Research and Development in Information Retrieval,

2023. The dissertation author was the primary investigator and author of this paper.
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Chapter 3

The Future of Vision-Language

3.1 Is GPT-4V all we need?

In the previous section, we talked about vision-language models with “small language

decoders”, from LSTM to BART and GPT-2. As of today, large multimodal models such as GPT-

4V, has shown strong capabilities and generalizability for various tasks. It is able to complete

all the tasks we mentioned above with much better performance than previous state-of-the-art

models. Consequently, it makes us wonder, is GPT-4V all we need for image captioning or

visual-conditioned text generation?

The answer is no. Even though GPT-4V is an amazing model, there are still issues to

solve and long way to go along this direction. Researchers have shown there are still problems

with GPT-4V [113] when being tested in various applications [116]. In our early exploration

with GPT-4V, we also obeserved similar findings that indicate GPT-4V still needs improvement

in certain aspects. We summarize some of the typical problems here:

1. Hallucination: GPT-4V may hallucinate, especially when the question or text is not best

aligned with the images. For example, when the model is asked about some objects that

do not exist in the current image, it tend to generate inaccurate and incorrect outputs.

2. Visual grounding: GPT-4V still has issues with visual grounding. It may fail to find the

right location of some objects, even with the help of visual prompting.
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3. Navigating dynamic environments: GPT-4V is good at single image understanding or even

a few interleaved image-text inputs (with a current maximum of four images as inputs), but

it still needs to improve reasoning and capability in a dynamic environment, for example,

robotic operations in real-world, or smartphone navigation with a sequence of screens.

3.2 Future Work: Datasets

Data has been one of the most important building blocks in the era of deep learning or

data-drive machine learning, and it has been more important than ever in the recent trend of

Large Language Models. Unlike training LLMs, where supervised text data written by human is

freely available online in a large-scale (yes, human-written text is supervised data), high-quality

image-text data is rare and hard to collect.

One of the most famous and most large-scale image-text dataset is LAION-5B [88],

which is the training source for many open-source text-image understanding models (e.g.,

openclip [13]) text-to-image diffusion models. However, there are two reasons we need to

look for new data source: first, the data consists of single image-caption pairs, and we need

interleaved image-text [130] in practice to train strong models. Second, the captions are noisy

and loosely-connected to the images, even after filtering, the dataset is still suboptimal for

training multimodal LLMs [59, 100].

More high-quality image-text datasets are needed to train and evaluate future vision-

language models. Our assumption is that dense captioning with spatial information can be one

final solution to connect vision and language, though it still needs verification from experiments.

And in the process of creating these datasets, human annotation may be inevitable to some

degree.

3.3 Future Work: Models

Model is another important building block other than data. Although since the invention

of self-attention, the design choice of neural networks has been less important with transformers
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being all you need for deep representation learning, i.e., vision encoders and language decoders

built with the transformer architecture has ruled over vision and language research [22, 20, 75].

There is still an on-going discussion on what could be the best architecture to efficiently connect

vision-language. For open-sourced models, projection layers [59, 58, 100], cross-attention

layers [1, 3], and visual tokens [50] have been proposed.

Compared with GPT-4V, one capability that current open-sourced models are missing

is interleaved image-text understanding. There has been some effort along this direction [48,

119, 127], from model design to data preparation. However, we find these models still bad at

describing visual differences [110] or perform multi-modal in-context learning.

Another less-discussed direction is efficiency, with multi-modal LLMs or video diffusion

models, how do we efficiently understand long videos or sequences of images and vice versa?

To this point, GPT-4V only supports four image inputs at once, how can we build models that

can consume long sequences of pixels, e.g., watching a full movie or taking an online class, and

write reviews or learn things as humans do?

With improved datasets and more explorations in the future, we will have a better

understanding of model designs for vision-language.

3.4 Future Work: Applications

Large Multimodal models such as GPT-4V has shown promising generalizability in vari-

ous applications, for example, autonomous driving [128], evaluating vision-language tasks [125],

web navigation [128], etc.

We are among the earliest to explore new applications with GPT-4V, where we focused

on smartphone GuI navigation [113]. Specifically, we use Set-of-Mark prompting [114] with

self summarization to build a smartphone agent with GPT-4V. An high-level illustration of our

framework is shown in Figure 3.1.

Figure 3.2 shows qualitative results of using GPT-4V to recursively process an episode
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Goal:  Search for the best rated mechanical keyboard on Amazon

History for the first (t-1) steps: I navigated to the home screen, initiated a 
search for Amazon, clicked on the Amazon suggestion, and then clicked 
on the search icon within the Amazon app to initiate a product search.

current_step = t

Phase#1

Predicted action for current step t

Phase#2

Summarized history for the first t steps: I navigated to the Amazon home screen...

Set-of-Mark 
Prompting

Figure 3.1. Illustration of our framework that builds smartphone navigation agents at one time
step. The agent is asked to predict an action given current screen and history actions, then update
the summarized history recursively.

of screen inputs for the task of shopping online. In each step, we include the objective, “You are

asked to shop for a milk frother, your budget is between $50 and $100.” and its previous action

in the prompt to GPT-4V. We show that the model can effectively perform multi-step reasoning

to accomplish the given instruction. Large Multimodal models like GPT-4V has the potential to

perform many daily tasks for human from driving on streets to navigating cellphones and the

web.

Other than building multimodal agents to assist humans, large visual generative mod-

els [85, 74] which can create images or videos following human instructions, also have the

potential to revolutionize content generation. A recent model, Sora, is able to generate videos up

to a minute long with high visual quality. The potential of simulating the physical world with

machine learning models is unlimited.

Overall, We believe there are many more exciting applications with large multimodal

models for us to explore and to improve.
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(1) GPT-4V:
To shop for a milk frother within 
the specified budget using the 
iPhone interface shown in the 
image, I would select an 
application that is capable of 
online shopping. In this 
scenario, I would click on ID 16 
to use the Amazon app, as it is a 
comprehensive and 
user-friendly platform for 
purchasing a wide variety of 
products, including kitchen 
appliances like milk frothers.

Instruction query:

You are asked to shop 
for a milk frother, your 
budget is between $50 
and $100. 

Prompt for all steps:

Imagine that you are a 
robot operating an 
iPhone. 
You are asked to shop 
for a milk frother, your 
budget is between $50 
and $100. 
Your previous action is: 
… .
Below is what you see 
on the screen, with 
numeric IDs added. For 
the next action, which 
ID would you click on 
the screen next?

(2) GPT-4V:
To proceed with shopping for a 
milk frother within the specified 
budget using the Amazon app, 
the next step would be to click 
on ID 6, which represents the 
Amazon app on the screen. This 
will open the app and allow me 
to search for milk frothers 
within the budget range.

(3) GPT-4V:
I would click on the search bar 
at the top of the Amazon app 
interface, which is typically 
where you would enter a search 
query. This search bar is labeled 
with ID 5. By clicking on this, I 
can then type in "milk frother" 
and set the price filter to show 
results that are between $50 
and $100.

(4) GPT-4V:
The next step would be to refine 
the search results by setting the 
price filter. In this interface, the 
ID most likely to represent the 
filter or sorting options is 8 
labeled "Filters," which seems 
to be the right place to start 
refining the search results 
according to the budget. So the 
next action would be to click on 
ID 8 to access filtering options, 
including setting the desired 
price range.

(5) GPT-4V:
The logical next step would be to click 
on the price filter that matches your 
budget range. Looking at the screen, 
you would choose the price filter that 
includes $50 to $100. The closest 
available options are ID 25 for "$25 to 
$50" and ID 26 for "$50 to $100". Since 
your budget starts at $50, you would 
click on ID 26 to filter the search results 
to show only milk frothers that are 
priced between $50 and $100.

(6) GPT-4V:
The next action would be to 
click on ID 13, "All results," to 
view all available milk frothers 
within the selected price range 
of $50 to $100.

(7) GPT-4V:
The next action would be to 
click on ID 7, which shows the 
"Instant Magic Froth 9-in-1 
Electric Milk Steamer and 
Frother" listed at $59.95. This 
item is within the specified 
budget of $50 to $100.

(8) GPT-4V:
The next action would be to 
click on ID 22, which is the "Buy 
Now" button for the item that 
was selected in the previous 
action, the "Instant Magic Froth 
9-in-1 Electric Milk Steamer and 
Frother" priced at $59.95.

(9) GPT-4V:
The next action would be to 
click on ID 3, which is the button 
to "Swipe to place your order". 
This would finalize the purchase 
of the milk frother selected.

Figure 3.2. A complete episode on iOS screen navigation with GPT-4V. Best viewed by zooming
in on the screen.
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3.5 Conclusions

So far, we have discussed recent advances of vision and language from different aspects,

which in sum contribute to the latest progress of Large Multimodal Models.

All together, we are excited about the progress that has been made in this field for the

past few years and happy to be able to contribute to it. At the same time, we also deeply believe

there is still a long way to go towards general vision-language models and agents, and there are

still enormous challenges and research questions ahead for us to solve, as mentioned above.

GPT-4V is not the end of vision-language research. On the contrary, it opens a bright

future for vision and language. There is a new chapter ahead for us to write.

Chapter 3, in part, is currently being prepared for submission for the publication of the

material:

“GPT-4V in Wonderland: Large Multimodal Models for Zero-Shot Smartphone GUI

Navigation” by An Yan, Zhengyuan Yang, Wanrong Zhu, Kevin Lin, Linjie Li, Jianfeng Wang,

Jianwei Yang, Yiwu Zhong, Julian McAuley, Jianfeng Gao, Zicheng Liu, Lijuan Wang. The

dissertation author was the primary investigator and author of this paper.
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