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ABSTRACT
As one of the solutions to the decentralized partially observable
Markov decision process (Dec-POMDP) problems, the value decom-
position method has achieved significant results recently. However,
most value decomposition methods require the fully observable
state of the environment during training, but this is not feasible
in some scenarios where only incomplete and noisy observations
can be obtained. Therefore, we propose a novel value decomposi-
tion framework, named State Inference for value DEcomposition
(SIDE), which eliminates the need to know the global state by si-
multaneously seeking solutions to the two problems of optimal
control and state inference. SIDE can be extended to any value
decomposition method to tackle partially observable problems. By
comparing with the performance of different algorithms in Star-
Craft II micromanagement tasks, we verified that though without
accessible states, SIDE can infer the current state that contributes
to the reinforcement learning process based on past local observa-
tions and even achieve superior results to many baselines in some
complex scenarios.
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1 INTRODUCTION
Deep reinforcement learning has recently made breakthroughs in
complex scenarios such as Atari games [26], robot control [29],
and autonomous driving [3]. In the real world, however, due to the
complexity of entity attributes and local observability, it is often
impossible to obtain an effective representation for the state of the
environment, which has a catastrophic impact on reinforcement
learning. Different from the single-agent reinforcement learning
tasks, there are multiple entities in the multi-agent system (MAS),
so whether the state representation is appropriate plays a more
important role in multi-agent reinforcement learning problems.
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One of the traditional methods is to simply stack the local obser-
vations of all agents as the current state representation, but the
most direct drawback of this is that as the number of agents in-
creases, the dimension of the state representation will also increase
dramatically.

On the one hand, to alleviate the partially observable problems,
a lot of work has been proposed. Some model-based reinforcement
learning algorithms [2] use environmental dynamics information
to solve the POMDP problems, but transition functions are typi-
cally not available in most real tasks. Besides, because the recurrent
neural network has the characteristics of integrating historical in-
formation, it was introduced into the vanilla reinforcement learning
algorithms [8, 40, 44]. In this way, the performance has been im-
proved while the algorithm remains model-free, even if the training
of the recurrent neural network may require more trajectories of
experience. Besides, there are state estimation methods based on
variational inference [7, 9, 10] or belief tracking methods based on
particle filters [13, 14, 23], but these approaches may not be prac-
tical in multi-agent cases. On the other hand, some work [12, 19]
promotes the neural network to extract helpful information from
the state of the complex environment by adding auxiliary tasks
mainly including predicting the state of the next timestep. Intu-
itively, the key limitation of these studies is that they do not take
the cases that the current states are unobserved into account.

As a notorious problem in MAS, Dec-POMDP [28] describes
some collaboration problems. Since the global reward function is
shared, it is necessary to allocate credit to each agent. In recent
years, research on value decomposition has become very popular
because of its simple implementation and excellent performance.
The earliest value decomposition method is Value Decomposition
Network (VDN) [38] and is followed by QMIX [33], one of the
most popular multi-agent algorithms. Furthermore, many excellent
variants of value decomposition methods [25, 39, 41, 42] have been
recently proposed. However, most value decomposition methods
use the global state by default during centralized training, which
is not allowed in some environments where the global state is
inaccessible.

In this paper, we propose State Inference for value DEcomposi-
tion (SIDE), a state variational estimation framework based on
multi-agent value decomposition reinforcement learning methods.
SIDE does not require dynamics information of the environment. It
uses the variational graph auto-encoder [17] to integrate the local
observation of all agents and reconstructs the state while reducing
the dimension of the state space. Reinforcement learning and state
inference in SIDE are carried out simultaneously, so it can promote
the construction of states that is beneficial to maximizing returns.
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And because SIDE can be seen as a state inference mechanism
based on the value decomposition method, it can be applied to any
QMIX-style algorithm. We evaluated the performance of SIDE in
the StarCraft II Dec-POMDP micromanagement tasks. The experi-
mental results prove that when the true global state is unknown,
the performance of SIDE can still be close to or even better than
the methods of using states which are set manually.

2 RELATEDWORK
In this section, we will summarize some recent work on partial
observable problems in the case of single-agent and multi-agent
respectively.
Single-Agent In a POMDP the agent additionally has percep-
tual uncertainty. Agents usually use past local observations and
actions to understand the current state. This understanding is called
belief. One of the most popular methods is the belief tracking
method [13, 14, 23] based on particle filters, but this method often
requires the preset model and state representation. Some similar
work is to integrate information at different timesteps by intro-
ducing recurrent neural networks [8, 44], thereby allowing us to
loosen the assumptions of earlier model-based methods and apply
a model-free technique instead. The other is the state generation
models [7, 10] based on variational inference. The generative model
can abstract observations to output an effective state in compact
latent spaces by optimizing the evidence lower bound. Sequential
variational soft Q-learning network (SVQN) [9] represents POMDPs
as a probabilistic graphical model (PGM) [18] and combines it with
variational inference. Unlike the standard variational auto-encoder
(VAE) [16], the distribution of state hidden variables is conditional
on previous hidden states, so SVQN is equipped with an additional
generative model to learn the conditional prior of hidden states.
However, SVQN is only applicable to single-agent environments
and there are still some interesting problems to be addressed in
multi-agent systems.
Multi-Agent In the multi-agent environment, in addition to the
partial observability of the environment itself, because each agent
sometimes cannot observe other agents, this makes the problem of
environmental uncertainty more complicated. Communication [15,
32, 37] can build a channel of information between various agents,
thereby alleviating partial observable problems.Moreover, the frame-
work of centralized training with decentralized execution (CTDE)
allows the agent to share all the information with other agents
during training. Much excellent work [4, 11, 22] has been proposed
based on this paradigm and one of the most representative stud-
ies is the value decomposition method. The main idea of QMIX, a
popular value decomposition method, is to input the action-values
of all agents into the mixing network and then output the global
action-value. The parameters of the mixing network are the output
of a few hypernetworks [5] whose input is the global state. Al-
though the above methods have effects in the multi-agent partially
observable environments, they can only alleviate the problem of
incomplete information between agents, rather than the invisible
information problem of the environment itself. There are some prior
studies [27, 43] using generative models and variational inference
to learn belief representations in multi-agent systems. However,

they are not applicable to the Dec-POMDP problems and often
require the information from the adversary.

Enlightened by SVQN, we have perfected the reconstruction
of unobserved information in the multi-agent environment itself,
that is, using variational inference with past local observations.
Besides, we also confirmedwhether QMIX can still outperformVDN
under the premise of obtaining the same amount of information
as VDN. Finally, it is proved according to the experimental results
that in different scenarios, compared with QMIX under different
state representation definitions, our proposed SIDE can find the
most appropriate state representation. To illustrate it, we carry out
the visualization of the embedding of latent states learned with
our proposed method. The visualization results intuitively show
that the latent state variables learned by SIDE are conducive to
reinforcement learning.

3 BACKGROUND
3.1 Dec-POMDP
The Dec-POMDP is defined as a tuple ⟨S,U,P, 𝑟 ,Z,𝑂, 𝑛,𝛾⟩. 𝑠 ∈ S
represents the state of the environment. At each timestep, each
agent 𝑎 ∈ A := {1, ..., 𝑛} will take an action 𝑢𝑎 ∈ U and then
the local observation of each agent 𝑧𝑎 ∈ Z is obtained by 𝑂 (𝑠, 𝑎) :
S×A → Z. The actions of all agents form the joint action 𝒖 ∈ U ≡
U𝑛 . The state transition function, which generates the next state of
the environment, is defined as P(𝑠 ′ |𝑠, 𝒖) : S ×U × S → [0, 1]. In
Dec-POMDPs, a common joint reward function 𝑟 (𝑠,𝑢) : S×U → R
is provided for all agents. 𝛾 ∈ [0, 1) is the discount factor. The goal
is to maxmise the discounted return 𝑅𝑡 =

∑∞
𝑙=0 (𝛾)

𝑙𝑟𝑡+𝑙 in Dec-
POMDPs.

In one episode, each agent will get the respective action-observa-
tion history 𝜏𝑎 ∈ 𝑇 ≡ (Z × U). 𝜋𝑎 (𝑢𝑎 |𝜏𝑎) : 𝑇 × U → [0, 1]
denotes the policy of each agent. Note that for the convenience of
presentation in this paper, the superscript represents the time and
the subscript represents the identity number of the agent.

3.2 Value Decomposition
In the field of cooperative multi-agent reinforcement learning, it
is not feasible to train each agent individually or treat all agents
as a whole for joint training when the number of agents is large
enough. Therefore, some research has proposed various methods
between the above two extrememethods such as VDN,QMIX. These
value decomposition methods try to achieve automated learning of
decomposition of the joint value function based on the Individual-
Global-Max (IGM) [36], where IGM assumes that the optimality
of each agent is consistent with the optimality of all agents. The
equation that describes IGM is as follows:

argmax
𝒖

𝑄tot (𝝉 , 𝒖) =
©«

argmax𝑢1 𝑄1 (𝜏1, 𝑢1)
.
.
.

argmax𝑢𝑛 𝑄𝑛 (𝜏𝑛, 𝑢𝑛)

ª®®¬ ,
where 𝝉 ∈ 𝑇𝑛 represents the joint action-observation histories of all
agents.𝑄𝑡𝑜𝑡 is global action-value function and𝑄𝑎 is the individual
ones.

VDN assumes that the joint value function is linearly decom-
posable. However, the linear assumption is too simple to fit most
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(a) MDPs (b) POMDPs (c) Dec-POMDPs

Figure 1: The graphical models for MDPs(a), POMDPs(b) and Dec-POMDPs(c). Grey nodes are hidden and white nodes are
observable.

scenarios. Therefore, QMIX introduces a nonlinear global value
function and assumes that the joint action-value function 𝑄𝑡𝑜𝑡 is
monotonic to the individual action-value function 𝑄𝑎 in order to
satisfy the IGM assumption. In addition, many studies have pre-
sented interesting varieties of value decomposition and focused on
different problems.

3.3 Probabilistic Graphical Models
The probabilistic graphical model (PGM) [20] is studied on the basis
of probability theory and graph theory. It visualizes the probability
model through the structure of the graph, allowing us to understand
the relationship between variables in a complex distribution. In [21],
the MDP problem is embedded in the PGM framework, so that
the reinforcement learning problems can be viewed from another
perspective. According to the paradigm of PGM, given the state
𝑠 ∈ S and the action𝑢 ∈ U, [21] introduced the optimality variable
O to solve the optimality of MDP control problems. This variable O
is a binary random variable. When O𝑡 = 1, it means that the system
at timestep 𝑡 is optimal. On the contrary, when O𝑡 = 0 means it is
not optimal. Define the distribution of the variable O as:

𝑝
(
O𝑡 = 1 | 𝑠𝑡 , 𝑢𝑡

)
∝ exp

(
𝑟
(
𝑠𝑡 , 𝑢𝑡

) )
.

Then its variational evidence lower bound can be obtained as:

log𝑝
(
O1:𝑇

)
≥

E(𝑠1:𝑇 ,𝑢1:𝑇 )∼𝜋 (𝑠1:𝑇 ,𝑢1:𝑇 )

[
𝑇∑
𝑡=1

𝑟
(
𝑠𝑡 , 𝑢𝑡

)
− log𝜋

(
𝑢𝑡 | 𝑠𝑡

) ]
,

(1)

where 𝜋 (𝑢𝑡 | 𝑠𝑡 ) is the policy function. Therefore, increasing the
optimal probability of the entire MDP 𝑝 (O1:𝑇 ) is to optimize its
optimal lower bound, which leads to the maximum entropy rein-
forcement learning [6]. Figure 1(a) shows the PGM of the ordinary
MDP.

SVQN [9] combines latent state inference with maximum en-
tropy reinforcement learning under a probabilistic graphical model,
and optimizes these two modules simultaneously to address par-
tial observation problems. Since the state 𝑠 cannot be observed
in the POMDP, it needs to be inferred from the local observation
𝑧 and the action 𝑢. Such cases are depicted in Figure 1(b). SVQN

proposes a variational evidence lower bound that is different from
the Equation (1):

log𝑝
(
O0:𝑇 , 𝑢0:𝑇 , 𝑧1:𝑇

)
= logE𝑞𝜃 (𝑠1:𝑇 |O1:𝑇 ,𝑢0:𝑇 ,𝑧1:𝑇 )


𝑝

(
𝑠1:𝑇 ,O0:𝑇 , 𝑢0:𝑇 , 𝑧1:𝑇

)
𝑞𝜃

(
𝑠1:𝑇 | O0:𝑇 , 𝑢0:𝑇 , 𝑧1:𝑇

) 
≥E𝑞𝜃 (𝑠1:𝑇 |O1:𝑇 ,𝑢0:𝑇 ,𝑧1:𝑇 ) log


𝑝

(
𝑠1:𝑇 ,O0:𝑇 , 𝑢0:𝑇 , 𝑧1:𝑇

)
𝑞𝜃

(
𝑠1:𝑇 | O0:𝑇 , 𝑢0:𝑇 , 𝑧1:𝑇

) 
=E𝑞𝜃 (𝑠1:𝑇 |O1:𝑇 ,𝑢0:𝑇 ,𝑧1:𝑇 )

𝑇∑
𝑡=1

{
𝑟
(
𝑠𝑡 , 𝑢𝑡

)
+ log

[
𝑝
(
𝑢𝑡
)
𝑝
(
𝑧𝑡 | 𝑠𝑡

) ]
−D𝐾𝐿

[
𝑞𝜃

(
𝑠𝑡 | 𝑠𝑡−1, 𝑢𝑡−1, 𝑧𝑡

)
∥𝑝

(
𝑠𝑡 | 𝑠𝑡−1, 𝑢𝑡−1

)]}
, (2)

where 𝑝 (𝑢𝑡 ) is the action prior, for simplicity it is often regarded
as a uniform distribution and it has nothing to do with the op-
timization of ELBO. And 𝜃 is the parameter of the approximate
function 𝑞(·). 𝑝 (𝑧𝑡 | 𝑠𝑡 ) implies that the state 𝑠𝑡 can generate
the current observation 𝑧𝑡 . For the last term KL divergence, since
𝑝 (𝑠𝑡 | 𝑠𝑡−1, 𝑢𝑡−1) is unknown, SVQN presents an additional genera-
tive model 𝑝prior

𝜃

(
𝑠𝑡 | 𝑠𝑡−1, 𝑢𝑡−1

)
to approach the real distribution

𝑝 (𝑠𝑡 | 𝑠𝑡−1, 𝑢𝑡−1). The structured variational inference is used to op-
timize the ELBO, that is, SVQN solves the two problems of optimal
control and state inference by jointly optimizing the loss functions
of two variational auto-encoders and the soft Q-learning.

3.4 Variational Graph Auto-Encoders
The variational graph auto-encoder (VGAE) [17], a framework that
combines both variational auto-encoders and graph networks, is
increasingly being used in graph structure data. Given a graph
G, its adjacency matrix is A, and the node feature matrix is X.
The simplest VGAE is composed of a graph convolutional network
(GCN) [1] encoder and an inner product decoder. First, each node 𝑖
is mapped to a random variable distribution 𝑞(zi | X,A) through
GCN. After that, the latent variable representation z𝑖 of each node
is obtained by the reparameterization trick [16]. The decoder treats
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Figure 2: The overall architecture of SIDE. The left part is the prior function 𝑝
prior
𝜃

(·) and the state inference function 𝑞𝜃 (·)
based on the VGAE is on the right. The red dotted line connects the two distributions that need to calculate the KL divergence.

the inner productA′ = 𝜎 (ZZ𝑇 ) with respect to the hidden variables
of all nodes as the reconstructed adjacency matrix, where 𝜎 (·) gen-
erally indicates the logistic sigmoid function. The optimization goal
of VGAE is to minimize the difference between the real adjacency
matrix and the reconstructed one, as well as the KL divergence
between the random latent variable distribution and the prior dis-
tribution 𝑝 (Z) (usually set to a standard Gaussian distribution). The
loss function can be written as:

L = E𝑞 (Z |X,A) [log 𝑝 (A′ | Z)] − KL[𝑞(Z | X,A)∥𝑝 (Z)] .

Besides, many variations [30, 34] of the variational graph auto-
encoder have been proposed recently. In order to reconstruct the
node features X instead of the adjacency matrix A, the decoder
in Graph convolutional Autoencoder using LAplacian smoothing
and sharpening (GALA) [31] also uses a GCN structure that is
symmetrical to the encoder. Contrary to the encoder based on
Laplacian smoothing, the decoder is built on the basis of Laplacian
sharpening. Compared with other variational graph auto-encoder
variants, GALA shows superb results. In this paper, we will use
GALA to integrate the local observations of all agents to reconstruct
the state.

4 STATE INFERENCE FOR VALUE
DECOMPOSITION

In this section, we will elaborate on the proposed algorithm State
Inference for value DEcomposition (SIDE). At first we embed the
Dec-POMDP into the PGMs and obtain the corresponding evidence
lower bound, and then build a specific neural network framework.

4.1 Variational Lower Bound For Dec-POMDPS
Similar to the single-agent POMDP problem, in Dec-POMDP, the
optimal variable O and the global state 𝑠 are both hidden variables
that cannot be observed. However, the actions and observation
variables of each agent in Dec-POMDP are different. Since the
reward function is shared by all agents and O is related to the
reward 𝑟 , all agents also share an optimal variable O in PGMs . The
PGMs framework of Dec-POMDP is shown in Figure 1(c).

First, we construct an inference function 𝑞𝜃 (·) for the latent
state, where 𝜃 is the learnable parameter. Since we need to solve
the two problems of optimal control and state inference at the
same time, here we use structured variational inference to optimize
the variational evidence lower bound of Dec-POMDP, where the
optimal policy we use the function 𝑞𝜋 (·) to approach. It should
be noted that, in order to facilitate comparison, we use the vanilla
q-learning method instead of the soft q-learning method to train
𝑞𝜋 (·). From above we can deduce the evidence lower bound of
Dec-POMDP:

log 𝑝
(
O0:𝑇 , 𝒖0:𝑇 , 𝒛1:𝑇

)
= logE𝑞𝜃 (𝑠1:𝑇 |O1:𝑇 ,𝒖0:𝑇 ,𝒛1:𝑇 )


𝑝

(
𝑠1:𝑇 ,O0:𝑇 , 𝒖0:𝑇 , 𝒛1:𝑇

)
𝑞𝜃

(
𝑠1:𝑇 | O0:𝑇 , 𝒖0:𝑇 , 𝒛1:𝑇

) 
≥E𝑞𝜃 (𝑠1:𝑇 |O1:𝑇 ,𝒖0:𝑇 ,𝒛1:𝑇 ) log


𝑝

(
𝑠1:𝑇 ,O0:𝑇 , 𝒖0:𝑇 , 𝒛1:𝑇

)
𝑞𝜃

(
𝑠1:𝑇 | O0:𝑇 , 𝒖0:𝑇 , 𝒛1:𝑇

) 
=

𝑇∑
𝑡=1

{
𝑟
(
𝑠𝑡 , 𝒖𝑡

)
+

𝑛∑
𝑎=1

log
[
𝑝
(
𝑢𝑡𝑎

) ]
+

𝑛∑
𝑎=1

log
[
𝑝
(
𝑧𝑡𝑎 | 𝑠𝑡

) ]
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− D𝐾𝐿

[
𝑞𝜃

(
𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1, 𝒛𝑡

)
∥𝑝

(
𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1

)]}
, (3)

where 𝑠1:𝑇 ∼ 𝑞𝜃

(
𝑠1:𝑇 | O1:𝑇 , 𝒖0:𝑇 , 𝒛1:𝑇

)
. Equation (3) holds under

the condition that the action priors and observations of all agents
are conditionally independent of each other given the state:

𝑝 (𝒖𝒕 ) =
𝑛∏
𝑎=1

𝑝 (𝑢𝑡𝑎),

𝑝 (𝒛𝑡 | 𝑠𝑡 ) =
𝑛∏
𝑎=1

𝑝 (𝑧𝑡𝑎 | 𝑠𝑡 ).

In order to maximize the evidence lower bound obtained, it
is necessary to analyze each item in Equation (3). The first term
𝑟 (𝑠𝑡 , 𝒖𝑡 ) can be maximised by reinforcement learning. 𝑝 (𝑢𝑡𝑎) is an
action prior, which is a constant. 𝑝 (𝑧𝑡𝑎 | 𝑠𝑡 ) represents that the
latent state needs to be able to generate local observations of each
agent. The negative KL divergence means we need to reduce the KL
distance between the inference function 𝑞𝜃

(
𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1, 𝒛𝑡

)
and

the prior 𝑝
(
𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1

)
. Since 𝑝

(
𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1

)
is unavailable,

we adopt the method similar to SVQN by introducing an additional
generative function 𝑝

prior
𝜃

(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1) to approximate the prior
𝑝 (𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1). In the next section, we will construct the specific
neural network framework of SIDE to optimize the ELBO.

4.2 Framework
SIDE is based on the value decomposition methods, so the neural
network architecture that implements the part of 𝑞𝜋 (·) is consis-
tent with the popular value decomposition methods. Each agent
corresponds to a DRQN [8] as the agent network, whose input
is the local observation of each agent and outputs the individual
action-value 𝑄𝑎 . Several hypernetworks generate the parameters
of the mixing network according to the state 𝑠 . Finally, the mix-
ing network merges all individual action-values to obtain a global
action-value 𝑄𝑡𝑜𝑡 . Through the above architecture diagram, 𝑞𝜋 (·)
is optimized by the value-based reinforcement learning methods.
The only difference is that when the global state is not available,
the parameters of the mixing network are determined by the latent
state 𝑠 derived from past information.

Next, we will introduce the two functions 𝑝prior
𝜃

(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1)
and 𝑞𝜃 (𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1, 𝒛𝑡 ). First of all, to approximate the unknown
prior distribution 𝑝 (𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1), we need to construct a fitting
function 𝑝

prior
𝜃

(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1), here we use a standard VAE to
implement. The VAE deduces the prior distribution of the current
state 𝑠𝑡 according to the past state 𝑠𝑡−1 and the past actions 𝒖𝑡−1
of all agents. However, since the real state 𝑠𝑡−1 is unavailable, we
use the inferred latent state 𝑠𝑡−1. Besides, if the agent’s action takes
the form of one-hot in the discrete case, then 𝒖𝑡−1 will be very
sparse, especially in the case of a large number of agents. Therefore,
we design an embedding layer in the encoder and build a separate
Multi-Layer Perceptron (MLP) for each agent in the decoder to
output the reconstructed action to alleviate this problem. We think
it can accelerate the training. Through the reparameterization trick,
the prior distribution of the latent state 𝑝prior

𝜃
(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1) is

easy to obtain.

Similarly, the state inference function 𝑞𝜃 (·) is also constructed
through generative models. In order to reduce the computational
complexity, we have done two aspects of work. On the one hand,
we regard the hidden output ℎ𝑡𝑎 of the recurrent neural network in
the agent network corresponding to each agent as the integration
of all past information of the corresponding individual agent, and
assume that the hidden outputs of all agents 𝒉𝑡 contains all past
information of the environment. Then the state inference function
𝑞𝜃 (𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1, 𝒛𝑡−1) can be rewritten as 𝑞𝜃 (𝑠𝑡 | 𝒉𝑡 ). It should
be noted that in order to stabilize the training process, we use the
hidden outputs of the recurrent neural network generated by the
target agent networks whose updates are relatively slow. On the
other hand, instead of using a fully connected VAE, we use GALA,
a variational graph auto-encoder with a symmetrical pair of the
encoder and the decoder. One advantage of the graph network is
that no matter how the number of agents changes, as long as the
feature dimension of the node does not change, then the number of
parameters that need to be trained will not change. Another advan-
tage of introducing graph networks is that the relationship between
nodes is taken into consideration. The relationship between nodes
is represented by the adjacency matrix 𝐴. Last but not least, the
inferred hidden state 𝑠𝑡 is derived directly from the mean 𝜇𝜃 of the
distribution 𝑞𝜃 (𝑠𝑡 | 𝒉𝑡 ), instead of sampling from 𝑞𝜃 (𝑠𝑡 | 𝒉𝑡 ). That
is, the hidden state 𝑠𝑡 is obtained by concatenating the latent mean
values of all nodes.

The framework of SIDE is shown in Figure 2. It is worth men-
tioning that the mixing network in SIDE can use different forms,
so SIDE can be extended to various value decomposition methods.

4.3 Loss Function
In the above framework, a reinforcement learning process and two
generative model optimization processes are included. To achieve
the two purposes of optimal control planning and global state infer-
ence at the same time, the loss functions of the above two processes
can be jointly optimized.

For the reinforcement learning process, we use the loss function
of QMIX in this paper for simplicity, even though SIDE can be
applied to various value decomposition multi-agent reinforcement
learning algorithms. We express the parameters of the policy func-
tion 𝑝𝜋 (·) as 𝜃𝑅 . The loss function of the reinforcement learning
process can be computed by the following equation:

L𝑇𝐷 (𝜃𝑅) = (𝑦𝑡𝑜𝑡 −𝑄𝑡𝑜𝑡 (𝝉 , 𝒖 | 𝜃𝑅))2 ,
where 𝑦𝑡𝑜𝑡 is the target joint value function and 𝑦𝑡𝑜𝑡 = 𝑟 +𝛾 max𝒖′

𝑄𝑡𝑜𝑡 (𝝉 ′, 𝒖 ′ | 𝜃−𝑅 ). 𝜃
−
𝑅
is the parameters of the target network.

For prior model 𝑝prior
𝜃𝐼

(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1)), we utilize the standard
VAE training process, that is, to minimize the KL divergence be-
tween distribution 𝑝

prior
𝜃𝐼

(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1) and 𝑝 (𝑠𝑡 ), and the differ-
ence between the past information

(
(𝑠𝑡−1)′, (𝒖𝑡−1)′

)
obtained by

reconstruction and the actual past information
(
𝑠𝑡−1, 𝒖𝑡−1

)
. The

two loss functions can be expressed as follows:

Lprior
𝐾𝐿

(𝜃𝐼 ) = −D𝐾𝐿

[
𝑝
prior
𝜃𝐼

(
𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1

)
∥𝑝 (𝑠𝑡 )

]
,

Lprior
𝑅𝐸𝐶𝑂𝑁

(𝜃𝐼 ) =

𝑀𝑆𝐸

(
𝑠𝑡−1, (𝑠𝑡−1)′

)
+𝐶𝑅𝑂𝑆𝑆_𝐸𝑁𝑇𝑅𝑂𝑃𝑌

(
𝒖𝑡−1, (𝒖𝑡−1)′

)
,
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Figure 3: Overall results in different scenarios. Note that none of the algorithms except QMIX can get the true global state.

where 𝑝 (𝑠𝑡 ) is the standard Gaussian distribution N(0, 𝐼 ).𝑀𝑆𝐸 (·)
and 𝐶𝑅𝑂𝑆𝑆_𝐸𝑁𝑇𝑅𝑂𝑃𝑌 (·) represent the mean square error func-
tion and the cross entropy loss function respectively.

Finally, on the basis of the loss functions of GALA, The two equa-
tions that describes the training loss function of the state inference
model 𝑞𝜃𝐼 (𝑠𝑡 | 𝒉

𝑡 ) are as follows:

L𝐾𝐿 (𝜃𝐼 ) = −D𝐾𝐿

[
𝑞𝜃𝐼

(
𝑠𝑡 | 𝒉𝑡

)
∥𝑝prior
𝜃𝐼

(𝑠𝑡 | 𝑠𝑡−1, 𝒖𝑡−1)
]
,

L𝑅𝐸𝐶𝑂𝑁 (𝜃𝐼 ) = 𝑀𝑆𝐸
(
𝒉𝑡 , (𝒉𝑡 )′

)
,

where (𝒉𝑡 )′ is the reconstructed hidden intermediate variables of
agent networks and 𝜃𝐼 is the parameters of the inferred neural
networks.

To sum up, we can get the loss function of the whole framework:

L(𝜃 ) = L𝑇𝐷 + Lprior
𝐾𝐿

+ Lprior
𝑅𝐸𝐶𝑂𝑁

+ L𝐾𝐿 + L𝑅𝐸𝐶𝑂𝑁 .

By jointly optimizing the loss function, SIDE can infer the latent
state that is most conducive to maximizing returns when the global
state is unavailable, and gradually achieve optimal control.

5 EXPERIMENTS
We evaluate our proposed algorithm SIDE on the SMAC [35] plat-
form based on StarCraft II. SMAC is a multi-agent testbed dedicated
to solving Dec-POMDP problems. Different scenarios correspond to
different problems, including heterogeneity, large action spaces, or
a large number of agents. Although each agent can only obtain cor-
responding local observations, the global state can still be obtained
by calling the interface of the SMAC. Many value decomposition
methods use the global state for training. Even though this does
not violate the paradigm of centralized training with decentralized
execution, the global state is not available in some environments.

In this section, we first compare the performance of the three
algorithms VDN, QMIX, and SIDE when the state information is not

given, and then compare the results with the performance of QMIX
in the environment where global state information is available.
In this way, it is judged whether SIDE can reconstruct valid state
information based on past information.

Furthermore, we carry out the ablation studies to understand
the contribution of all components of SIDE. In this paper, we focus
on the contribution of the variational graph auto-encoders and the
additional prior function. We define the latent state distribution
dimension in the variational graph auto-encoder, also called the
latent dimension, as 𝑁 . To test whether the latent dimension has a
significant influence on the performance of SIDE, we change the
value of 𝑁 in some scenarios and compare the experimental results.

5.1 Settings
The implementations of all algorithms are based on Pymarl, a multi-
agent value decomposition algorithm integration platform. Both
VDN andQMIX use the default hyperparameter settings. In addition,
under the assumption that the perfect state information cannot
be obtained, we concatenate the local observations or the hidden
intermediate variables of all our own agents and replace the real
state with this. We call these two variants QMIX-PO and QMIX-HO,
respectively. For ease of comparison between the other baselines,
SIDE is implemented on the basis of QMIX. The input adjacency
matrix 𝐴 of the variational graph auto-encoder is set to:

𝐴𝑖 𝑗 =

{
1, if 𝑖 is alive and 𝑗 is alive
0, otherwise

, ∀𝐴𝑖 𝑗 ∈ 𝐴.

VDN, QMIX-PO, QMIX-HO and SIDE have the same amount of
information. By comparing their performance, we can prove that
SIDE has an efficient solution to state inference. The above algo-
rithms are also compared with vanilla QMIX to analyze the impact
of the lack of global state information.
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Figure 4: Win rates for SIDE and ablations in three representative scenarios.

Figure 5: Influence of the different latent dimensions 𝑁 for SIDE.

For ablation studies, we propose two alterations of SIDE. The
first ablation replaces the graph auto-encoder in the original SIDE
with the fully connected auto-encoder to test the importance of
considering the relationship information between agents. And the
second one is to remove the additional prior function 𝑝

prior
𝜃

(·) in
the SIDE and directly use only the graph auto-encoder 𝑞𝜃 (·) to
infer the state. To sum up, we change the above two important
components of SIDE while keeping other parts unchanged, and test
the obtained two ablations in three representative scenarios which
are hard or super hard. What’s more, we also carry out experiments
to test the influence of different latent dimensions 𝑁 .

In this paper, each algorithm runs five experiments indepen-
dently with different random seeds to avoid the influence of outliers
and we evaluate the algorithms every 10,000 time steps. The version
of StarCraft II is 4.6.2 (B69232). In our experiments, the versions of
GPU and CPU are Nvidia GeForce RTX 3090 and Intel(R) Xeon(R)
Platinum 8280 respectively.

5.2 Validation
We get the results of the above five algorithms through experi-
ments. In Figure 3, the performances of SIDE and the other four
algorithms in different scenes are presented. The solid line repre-
sents the median win rate, and the 25-75% percentiles are shown.
First, we observe the impact of the lack of information, that is, com-
pare the results of the algorithms QMIX, QMIX-PO and QMIX-HO.
In some scenarios, such as 3s5z, 1c3s5z, MMM2, bane_vs_bane, and
27m_vs_30m, QMIX-PO performs significantly worse than QMIX.
In addition, in the two scenes 5m_vs_6m and 3s_vs_5z, the per-
formance of QMIX-PO and VDN are similar, and both are better
than QMIX. This is in line with our intuition. For QMIX-HO, it
performs well only in a few scenarios, including 3s5z, 1c3s5z and
bane_vs_bane. In the 2c_vs_64zg scenario, the result is more unex-
pected, because QMIX-PO is far better than QMIX. We think this is
because there are too many enemy units, and only focusing on the

information of your units significantly improves the learning speed.
The above results show that the definitions of state representations
that are beneficial to learning in different scenarios are different:
in some scenarios agents need global information, while in some
scenarios agents tend to focus only on their own information.

From the results, we can easily see that the performance of SIDE
in most scenarios close to the best one of the above four algorithms.
It is also worth mentioning that SIDE performs far better than
other algorithms in some super hard scenarios. This indicates that
in different scenarios, SIDE can infer and reconstruct the latent
state that is most helpful to the reinforcement learning process,
regardless of whether the best state representation contains only
its own information, or contains unobserved information, or even
other unknown forms. Therefore SIDE does not need the true global
state at all. Table 1 illustrates the median test win rate of different
algorithms. The best performances of the above algorithms are bold
and the second-best ones are underlined. Besides, we also compare
SIDE with current state-of-the-art value decomposition methods
and the results can be found in the appendix. In some complex
scenarios, SIDE even outperforms all other popular baselines.

As can be seen from Figure 4, the information of the relation-
ship between agents plays an important role in some scenarios
such like MMM2 and 27m_vs_30m, but is redundant in few maps
like bane_vs_bane where group relations are not valued. On the
whole, we can infer that the graph auto-encoder has contributed
to the outstanding performance of SIDE. As the another important
component, the prior function significantly improve the learning
speed of SIDE, which can be known from the poor performance of
SIDE without the prior function. Last, we discuss the influence of
different values of 𝑁 . As depicted in Figure 5, all choices of 𝑁 in the
figure can typically generate satisfactory results, which means they
all significantly outperform QMIX-PO and QMIX-HO. In practice,
we set the latent dimension 𝑁 to 64.
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Figure 6: The 2D t-SNE embedding of true states on left, and latent states learned with SIDE on right. Each point is colored
according to the state value. Three points corresponding to three states in different episodes are selected as examples. We find
that the points in the red dashed circle almost belong to the state set of the same episode.

Table 1: Median performance of the test win ratio (%) in dif-
ferent scenarios.

scenario SIDE QMIX-PO QMIX-HO VDN QMIX
2s3z 99 98 81 97 98
3s5z 96 90 93 86 95
1c3s5z 95 95 90 91 96
5m_vs_6m 73 73 74 74 63
3s_vs_5z 94 97 24 92 88
2c_vs_64zg 85 86 21 41 64
MMM2 81 5 8 1 61
bane_vs_bane 99 26 96 81 99
27m_vs_30m 71 13 13 16 30

5.3 Visualization
To visualize the latent states learned with SIDE, the t-SNE [24] plots
are given in Figure 6. We compare the embedding of real states
with that of latent states on 2c_vs_64zg scenario after training has
finished. For the real states, neighboring points in the embedding
space often only indicate that the states they represent may belong
to the same multi-agent decision-making process such as the points
in the red circle, although their state values may be very different.
In other words, there is no intuitive relationship between real states
and state values, so it is not conducive to learning. On the contrary,
points with the similar state values tend to cluster together in the
embedding of latent states learned with SIDE. From the visualiza-
tion, we can draw the conclusion that SIDE can infer the latent
states that can accelerate the reinforcement learning process and
we also understand why SIDE still has excellent performance even
if global states are not available on 2c_vs_64zg scenario.

6 CONCLUSION AND FUTUREWORK
In this paper, in order to infer the current state based on the past lo-
cal observation, we propose SIDE, a novel algorithm that combines

multi-agent value decomposition and variational inference, so that
no real state information is required during the entire training and
execution process. Meanwhile, by jointly optimizing the two tasks
of variational inference and optimal control, SIDE can promote
the reconstruction of the state that is conducive to reinforcement
learning, so that it far exceeds QMIX-PO, QMIX-HO and VDN in
many tasks of SMAC, and even exceeds vanilla QMIX and other
state-of-the-art methods.

SIDE can be easily extended to any multi-agent value decomposi-
tion algorithmwith a mixing network, and the performances will be
submitted in our future work. In addition, finding the interpretation
of the reconstructed state is also a valuable research field, which
will help enhance the robustness of multi-agent decision-making
and help humans discover some unknown knowledge. It will also
be the focus of our future work.
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