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ABSTRACT

Detecting anomalous subsequences in time series data is one of the
key tasks in time series analytics, having applications in environ-
mental monitoring, preventive healthcare, predictive maintenance,
and many further areas. Data scientists have developed various
anomaly detection algorithms with individual strengths, such as
the ability to detect repeating anomalies, anomalies in non-periodic
time series, or anomalies with varying lengths. For a given dataset
and task, the best algorithm with a suitable parameterization and,
in some cases, sufficient training data, usually solves the anomaly
detection problem well. However, given the high number of exist-
ing algorithms, their numerous parameters, and a pervasive lack of
training data and domain knowledge, effective anomaly detection is
still a complex task that heavily relies on manual experimentation.

We propose the unsupervised AutoTSAD system, which param-
eterizes, executes, and ensembles various highly effective anom-
aly detection algorithms. The ensembling system automatically
presents an aggregated anomaly scoring for an arbitrary time series
without a need for training data or parameter expertise. Our experi-
ments show that AutoTSAD offers an anomaly detection accuracy
comparable to the best manually optimized anomaly detection algo-
rithms, and can significantly outperform existing method selection
and ensembling approaches for time series anomaly detection.
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1 ANOMALY DETECTION IN TIME SERIES

A data series is an ordered sequence of real-valued data points
recorded in equidistant intervals based on some continuous mea-
sure, such as temperature, mass, angle, position, or speed. If the
order is based on time, the sequence is referred to as a time series.
Because many data series analytics algorithms are agnostic to the
reference measure, we use the term time series throughout this
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Figure 1: A time series with three anomalies. The anomaly

scores of the three algorithms eachmark a different anomaly.

paper. While the data points of a time series can consist of mul-
tiple real-valued variables (multivariate time series), we focus on
time series with only a single variable (univariate time series). “An
anomaly in such a time series is either a point [...] or a sequence of
points [...] that deviates significantly w. r. t. some measure, model,
or embedding from the regular patterns of the time series.” [61] The
anomalies in a time series can differ in their lengths, magnitudes,
and shapes. Figure 1 depicts a time series with three different typi-
cal anomalies: (i) A flip (reversal in time), (ii) an amplitude (scalar
magnification), and (iii) an outlier (single anomalous value). In this
example, each anomaly type occurs only once, but in many datasets,
anomalies might re-appear and occur in different types.

Time series anomaly detection (TSAD) is an important task for
many areas, ranging from healthcare monitoring [4, 22], over air-
craft manufacturing processes [5, 74], network intrusion detec-
tion [40], and earth sciences [16] to finance applications [64]. Anom-
alies in time series can describe important events, such as structural
defects, heart failures, adversarial attacks, earthquakes, or special
environmental phenomena. These events need to be detected to act
on them, prevent damage, or trigger further investigations.

Because detecting anomalies in time series is a difficult task that
usually cannot be solved via visual inspection alone, researchers
in different areas have developed a multitude of TSAD algorithms
with different strengths and for different types of use cases [50,
61, 79]. Achieving good detection results on a given dataset in a
non-specifically addressed domain is, however, still a challenge due
to the manual experimentation needed for the following choices:

Algorithm selection: The applicability of a TSAD algorithm
to a certain use case depends not only on different time series prop-
erties but also on the shape and types of the (yet unknown) anom-
alies [61]. Because analyzing time series properties is a complex task
in itself, and the anomalies are unknown upfront, identifying an
appropriate algorithm is challenging. Given the at least 175 TSAD
algorithms with different strengths and requirements [50, 61, 79],
practitioners need to test many algorithms to detect all anomalies.
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Algorithm parameterization: TSAD algorithms expose vari-
ous hyperparameters, such as window size, node degree, neighbor
count, and various thresholds [62]. The specification of these hyper-
parameters is difficult because (i) their meaning and implications
are known only to domain experts, (ii) they usually have a signif-
icant impact on the algorithm’s performance, (iii) they cover an
(often infinitely) large domain of potential values, and (iv) their
optimal values depend on the given time series and anomaly proper-
ties [62]. So even given the optimal algorithm for a specific anomaly
detection setup, configuring that algorithm to detect the actually
relevant anomalies remains a challenge.

Algorithm ensembling: Time series often contain different
motifs and different types of anomalies (e. g. in Figure 1). The algo-
rithm selection and parameterization, however, tailor the detection
process to a specific target anomaly. To find all anomalies with
potentially different properties and in potentially different contexts,
multiple algorithm executions are needed. This demand is particu-
larly apparent in scenarios with only little to no knowledge about
the to-be-expected anomalies. An effective anomaly detection solu-
tion, therefore, needs to run an ensemble of appropriate algorithm
configurations and intelligently combine the results [1, 13, 58].

Training data generation: In general, method selection tech-
niques [68] and hyperparameter optimization (HPO) algorithms [20,
47] can (partially) solve the algorithm selection, parameterization,
and ensembling challenges. They, however, require sufficient quan-
tities of labeled training data, which are not available in typical
anomaly detection scenarios. Using training data from known time
series is also rarely possible due to the strong dependence of hyper-
parameter settings on the properties of a target dataset. Practical
anomaly detection attempts, therefore, spend significant efforts on
data labeling, which is not only expensive and time-consuming but
also subjective and error-prone (as shown by the manually created
labels in many real-world benchmark datasets [75]). Obtaining suit-
able training data in a systematic and preferably automatic way for
a specific target dataset, therefore, remains a challenge.

To address all four challenges, we propose AutoTSAD, a novel,
unsupervised system that automatically ensembles TSAD algo-
rithms for a given univariate anomaly detection task. AutoTSAD
can be applied without prior knowledge about the properties and
anomalies of an input time series, and requires no configuration.
The system automatically optimizes, executes, and ensembles mul-
tiple highly efficient, but specialized TSAD algorithms. The result
of the anomaly detection is an aggregated anomaly score. Because
each internal TSAD algorithm has a special view on the time series
and a specific interpretation of anomalies, their ensemble can detect
different types of anomalies. AutoTSAD also exposes the ranking
of anomaly scores from the ensembled components for interactive
exploration and explainability. Its technical contributions are:

(1) A data generation module that creates diverse training
datasets for specific input time series with a novel regime creation
procedure and a comprehensive anomaly injection strategy (cf.
Section 4.2).

(2) An algorithm optimizationmodule that creates promising
algorithm configurations for a broad spectrum of anomaly types
based on novel parameter seeding, study pruning, and instance
selection strategies (cf. Section 4.3).

(3) A scoring ensembling module for TSAD algorithms cal-
culates score ranks and a final combined score with a novel com-
position of scoring, ranking, and aggregation approaches for time
series anomaly scores (cf. Section 4.4).

We evaluate AutoTSAD on 106 benchmark datasets and com-
pare its anomaly detection quality to six baselines, including three
anomaly detection ensembling methods [13, 58], a state-of-the-art
TSAD method selection approach [29], and two synthetic baselines
that summarize the results of 158 TSAD algorithms from a recent
benchmark [61] and the performance of our base components re-
spectively (cf. Section 5). The evaluation shows that AutoTSAD
achieves significantly better results than state-of-the-art TSAD algo-
rithms, ensembling techniques, and method selection approaches.

2 RELATEDWORK

Time series anomaly detection (TSAD). Research in TSAD has
a long history, and well over 150 algorithms have been proposed
and surveyed [8, 11, 15, 19, 61]. The algorithms stem from various
research communities, such as deep learning [31, 33, 36, 67, 76],
classic machine learning [56, 77], outlier detection [12, 17, 46, 48],
signal analysis [57, 70], or data mining [10, 38, 63, 81]. Due to the
typical lack of training data, most of the algorithms are unsuper-
vised (no training data) or semi-supervised (anomaly-free training
data) [61]. Because anomalies are context-dependent and manifold,
anomaly detection algorithms specialize on specific types of anom-
alies and time series and, thus, exhibit unique individual strengths.
Existing benchmarks agree that there is no single universally best
TSAD algorithm, parameterization is hard, and algorithm selection
is challenging [35, 52, 61, 71]. For this reason, AutoTSAD uses a
carefully chosen set of eight very well performing base algorithms
with unique strengths and method family properties.
Algorithm Selection. Algorithm selection approaches, also called
meta-learning approaches, try to identify the optimal algorithm for
a given dataset based on different dataset characteristics [60]. Most
approaches and, in particular, TSAD meta-learning techniques [68,
78, 80] rely on labeled datasets. They can, however, be applied
only if labeled training datasets with representative anomalies are
available, which is rarely the case. AutoTSAD, in contrast, does not
require any external training data and solves not only the algorithm
selection but also the algorithm parameterization task.

The unsupervised method selection technique TSADAMS [29]
circumvents the use of training data with three surrogate metrics
and Robust Rank Aggregation (RRA) to select the possibly best
method. The base methods in TSADAMS are semi-supervised fore-
casting algorithms, which require training data without anomalies.
Similar to TSADAMS, AutoTSAD also uses injected anomalies for
performance assessment and algorithm selection. However, it uses
unsupervised algorithms as base methods, regime segmentation in
the data generation, algorithm hyperparameter optimization for
fine-tuning, and algorithm ensembling (instead of selection), which
results in clearly better detection scores in our evaluation.
Algorithm Ensembling. AutoTSAD is an unsupervised, hetero-
geneous, bias- and variance-reducing, model-centered ensembling
system [1]. There exist many unsupervised outlier ensembling
techniques of various types (sequential vs. independent, bias- vs.
variance-reduction, data-centric vs. model-centric, . . . ), but all of
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these techniques have been proposed for relational data and point
outliers [1]. The SELECT algorithm [58] is an unsupervised ensem-
bling technique for outlier detection in point data, but in the same
category as AutoTSAD. SELECT demonstrates that selectively
combining the results of different outlier detectors yields superior
performance compared to the individual approaches and standard
ensembling techniques, as the combination reduces both variance
and bias. SELECT’s applicability to TSAD is, however, limited (cf.
Section 5.2).AutoTSAD adopts SELECT’s selective ensembling idea
and applies it to time series (anomaly scores), but it utilizes proxy
metrics computed on synthetic training data for the instance selec-
tion, it ranks algorithm instances instead of individual data points,
and it uses score-wise instead of rank-wise combination methods.
AutoTSAD is the first heterogeneous, bias- and variance-reducing
ensembling approach designed for TSAD. In contrast toAutoTSAD
and SELECT, also homogeneous ensembling approaches exist. Ex-
amples are Sub-IF [48] and deep-learning-based ensembles, such
as RAE-Ensemble [41] or CAE-Ensemble [13]. Such ensembling
approaches mainly reduce variance, which leaves room for improve-
ment that AutoTSAD can successfully leverage (cf. Section 5.2).
With Sub-IF, we show that homogeneous ensembling approaches
can be used as an internal algorithm in AutoTSAD.

Hyperparameter optimization (HPO). AutoTSAD performs
HPO to find suitable hyperparameter values for the system’s base
anomaly detection algorithms. HPO takes a labeled training data
corpus, a target algorithm, and an optimization criterion as input;
it, then, executes the algorithm on the data corpus with different
hyperparameter values to maximize the algorithm’s performance
w. r. t. the optimization criterion. Most approaches choose values
randomly (random search) [7], systematically and exhaustively (grid
search) [24, 32, 44], or via exploration-exploitation-style sample
generation (Bayesian optimization (BO)) [54, 65, 66].

Opprentice [47] and Isudra [20] are two supervised HPO sys-
tems for TSAD algorithms that, in contrast to AutoTSAD, require
labeled training data. HYPEX [62] is an HPO framework that learns
a parameterization model from time series characteristics; like Au-
toTSAD, it also alleviates the need for labeled training data, but it is
less exact as it cannot specialize for specific (and different) types of
anomalies. Combined Algorithm Selection and Hyperparameter Opti-

mization (CASH) systems run the optimization of hyperparameters
and the selection of an algorithm in one process [25]. AutoTSAD
also serves both tasks, but instead of identifying a single best algo-
rithm, it finds an ensemble of multiple, possibly diverse algorithms.

3 TIME SERIES AND ANOMALIES

AutoTSAD is a system that detects anomalies in time series datasets.
To provide the formal background for the presentation of Auto-
TSAD, this section introduces the formal definitions for time series,
subsequences, and anomalies.

As already stated in Section 1, time series are univariate, if they
follow a single random variable, and multivariate, if they record
multiple random variables. We focus on univariate time series and
assume equidistant data points, which is a valid assumption formost
anomaly detection scenarios. This assumption is inherited from
the existing TSAD algorithms, which AutoTSAD uses internally;
noncomplying data series need to be discretized. Local regions of a

time series are called subsequences, and anomalies in a time series
are regions, i. e., subsequences, that deviate from the norm:

Definition 3.1 (time series). A univariate time series 𝑇 ∈ R𝑛 is a
sequence of real-valued points𝑇𝑖 ∈ R, where 𝑖 ∈ |𝑇 | and |𝑇 | = 𝑛. We
denote the length of the time series 𝑇 as |𝑇 | or 𝑛, and the 𝑖𝑡ℎ-point
of the sequence as 𝑇𝑖 .

Definition 3.2 (subsequence). A subsequence 𝑇𝑖,𝑚 of a time series
𝑇 is a continuous subset of the values in 𝑇 starting from index 𝑖
with length𝑚 =

|︁|︁𝑇𝑖,𝑚 |︁|︁: [𝑇𝑖 ,𝑇𝑖+1, . . . ,𝑇𝑖+𝑚−1], where 0 ≤ 𝑖 ≤ 𝑛 −𝑚.
Usually𝑚 ≪ 𝑛. For a given time series𝑇 , the set of all subsequences
in 𝑇 of length𝑚 is defined as T𝑚 =

{︁
𝑇0,𝑚,𝑇1,𝑚, . . . ,𝑇𝑛−𝑚,𝑚

}︁
.

Definition 3.3 (anomaly cf. [61]). A time series anomaly is a sub-
sequence 𝑇𝑖,𝑚 of length 1 ≤ 𝑚 < 𝑛 that deviates w. r. t. some
characteristic embedding, model, and/or similarity measure from
frequent patterns in the time series 𝑇 .

This anomaly definition covers subsequence anomalies as well as
point anomalies, which are subsequences with a length of 1 (𝑚 = 1).
The definition’s dependence on some characteristic embedding,
model, and/or similarity measure already shows the fuzzy nature of
anomalies and, therefore, the need for holistic detection approaches.

Time series anomaly detection (TSAD) is the process of marking
anomalies within a time series. Most TSAD algorithms compute
anomaly scores to assess the abnormality of the points in the time
series. However, the different method families use different ways
to compute this anomaly score, such as probabilities, distances, or
forecasting errors for points or subsequences. Thus, their meaning,
range, and ability to contrast normal and abnormal points varies
widely [42]. In line with related work [61], we use a point-wise
unified result format for all internally used algorithms called scoring
and transform the output of the algorithms into this format:

Definition 3.4 (scoring cf. [61]). Given a time series 𝑇 , a time
series scoring 𝑆 = [𝑆1, 𝑆2, . . . , 𝑆𝑛] with 𝑆𝑖 ∈ R is the result of a
TSAD algorithm that assigns each point 𝑇𝑖 ∈ 𝑇 an anomaly score
𝑆𝑖 ∈ 𝑆 . For any two scores 𝑆𝑖 and 𝑆 𝑗 , it must be true that if 𝑆𝑖 > 𝑆 𝑗 ,
then 𝑇𝑖 is more anomalous than 𝑇𝑗 (in their respective contexts).

The transformation of a scoring into binary labels (0 for normal
and 1 for abnormal points) is usually done by applying a threshold
to the scoring in a final step. If needed, e. g., for ranking, we use
the common thresholding strategy 2𝜎-thresholding that computes
a threshold 𝜃2𝜎 from the mean 𝜇 and the standard deviation 𝜎 of
the scoring 𝑆 : 𝜃2𝜎 (𝑆) = 𝜇𝑆 + 2 · 𝜎𝑆 . To measure the quality of an
anomaly scoring independent of a specific threshold, we utilize the
Area Under the range-based Precision-Recall-Curve [51] (RANGE-
PR-AUC) metric. RANGE-PR-AUC extends the popular point-based
Area Under the Precision-Recall Curve [21, 55] (AUC-PR) metric, such
that it puts the same weight on all to-be-detected anomalies in one
time series regardless of their lengths. AutoTSAD uses RANGE-
PR-AUC to optimize TSAD algorithms, rank their results, and judge
the final anomaly scores in our evaluation.

A snippet in a periodic time series is a subsequence with a spe-
cific, re-occurring pattern [34]. A time series that follows the same
repeating snipped is called a regime. Regimes often describe states,
such as heart rates at different activities. Because TSAD algorithms
are most effective when tuned on specific regimes, we use regiming
for training data generation.
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4 AUTOTSAD

AutoTSAD is an anomaly detection system that utilizes a diverse
ensemble of state-of-the-art anomaly detection algorithms for an
exhaustive and unsupervised analysis of univariate time series. In
this section, we introduce this novel system that, similar to existing
TSAD algorithms, takes a single univariate time series 𝑇 as input
and produces an anomaly scoring 𝑆 as output. The general anomaly
detection approach works as follows: AutoTSAD, first, uses the
input time series as a seed to generate a diverse set of training time
series that cover the different motifs of the input time series and
a wide range of potential anomalies. With this training data, our
system, then, automatically parameterizes and selects promising
algorithm configurations in a joint optimization attempt. These
configurations, i. e., algorithm instances, are subsequently executed
on the original input time series, resulting in a comprehensive set
of more or less relevant anomaly scorings. Afterward, AutoTSAD
ranks the scorings and combines the top-ranked results into a final
aggregated scoring 𝑆 . In addition to 𝑆 , AutoTSAD can also provide
a score ranking as output that users can interactively explore.

In this section, we give an overview of AutoTSAD’s architecture
(Section 4.1) and, then, explainAutoTSAD based on its sequentially
executed modules: (i) data generation (Section 4.2), (ii) algorithm
optimization (Section 4.3), and (iii) scoring ensembling (Section 4.4).

4.1 Architecture

AutoTSAD consecutively executes the three modules data genera-
tion, algorithm optimization, and scoring ensembling. As shown in
Figure 2, these modules contain the following processing steps:

(1) The data generation (Section 4.2) module generates a di-
verse set of synthetic training time series by (i) analyzing the input
time series for dominant periods and snippets that form represen-
tative subsequences, (ii) extracting different coherent regimes as
base behaviors, (iii) cleaning the regimes to remove potentially
anomalous subsequences, and (iv) injecting (potentially multiple)
different anomaly configurations to produce labeled training time
series. This leads to a set of up to 120 diverse training time series.

(2) The algorithm optimization (Section 4.3) uses the pre-
labeled training time series to create a pool of optimized, possibly
diverse algorithm configurations by (i) seeding the optimization pro-
cess with promising hyperparameter settings, (ii) applying Bayesian
optimization (BO) for the hyperparameter and algorithm search,
(iii) pruning unpromising or already fully optimized algorithm
types, and (iv) pruning redundant training time series. The op-
timization module’s output is a relatively small set of algorithm
instances that together successfully solve all time series in the train-
ing corpus. The hyperparameter optimization process is an optional
step in AutoTSAD (cf. dashed steps in Figure 2) because our default
values already provide good results in practice.

(3) The scoring ensembling (Section 4.4) ensembles the final
ranking by (i) executing the algorithm instances on the input time
series, (ii) ranking the best algorithm instances, and (iii) aggregating
their anomaly scorings to show them to the user.

AutoTSAD exposes various configuration options for expert
users to tailor its behavior to specific requirements. Configuration
options are, for example, the list of internal algorithms, the types
of injected anomalies, the optimization metric, pruning switches,

and limits for maximum training time series lengths or maximum
number of optimization trials. For our evaluation and general us-
age of AutoTSAD, we, however, suggest a conservative default
configuration that provides reliably good results (cf. Section 5).

Many steps of AutoTSAD can be executed in parallel. For these
steps, AutoTSAD uses a (cached) pool of processes, distributes
the tasks evenly across them, and collects all results in the main
process when the tasks are finished. Figure 2 shows parallel steps,
such as the dataset analysis, anomaly injection, or algorithm instance

execution, as staggered boxes.

4.2 Data Generation

The first modules’ goal is to produce, based on the input time series,
a diverse set of training time series that can be used to optimize and
select algorithm instances. To capture the variance of the input time
series, we analyze the dataset (Section 4.2.1) and extract multiple
representative regions from it (Section 4.2.2). After a thorough
cleaning step (Section 4.2.3), we assume that the extracted regions
consist of only normal subsequences. Because AutoTSAD does not
know the properties of the anomalies in the input dataset, it injects
(potentially multiple) different synthetic anomalies into the base
time series (Section 4.2.4). In this way, the resulting training time
series represent different motifs of the input time series and cover a
wide variety of precisely labeled potential anomalies. AutoTSAD’s
training data generation approach is similar to data augmentation
for self-supervised learning methods [36, 37]. However,AutoTSAD
does not only inject synthetic anomalies, but also extracts and cleans
different regimes of the input time series.

4.2.1 Dataset Analysis. Often, time series consist of multiple re-
gions with different characteristics. For example, jet engine mea-
surements differ at takeoff, climb, cruise, descend, landing, and taxi.
The first step of the training data generation, therefore, reads the
input time series, extracts the dominant period length, and discov-
ers time series snippets, each based on prior methods. The period
length is used in multiple places throughout the AutoTSAD system
to improve the effectiveness and the efficiency of the processes. We
use the period length (i) to set the window size parameter of the
snippet discovery algorithm, (ii) to fix gaps in regimes and remove
undersized parts of regimes, (iii) to set the window size parameter
of the cleaning algorithms, (iv) to avoid creating too small training
time series, (v) to set the length of the injected anomalies, and (vi) to
initialize window size hyperparameters during HPO.

If the input time series consists of multiple regions with different
characteristics, we need to generate training time series that cover
all those regions. Hence, we use a snippet discovery algorithm to
discover distinct representative subsequences in the input time
series. If there are multiple different regions in the time series, we
discover multiple snippets and use them to extract the different re-
gions. In the following paragraphs, we explain the period detection
and snippet discovery process in detail.

Period Detection. To estimate the dominant period length in the
input time series, we use a simple, yet effective, feature extraction
method from tsfresh [18] called number_peaks. This method counts
the number of points in the input time series that have a larger
value as their 𝑛 left and right neighbors [18]. We use a conservative
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Figure 2: Overview of the AutoTSAD process with the three modules Data Generation, Algorithm Optimization, and Scoring

Ensembling. Parallel steps are shown with staggered boxes and optional steps with dashed lines. The output of AutoTSAD is an

aggregated anomaly scoring and optionally a ranking of anomaly scorings.

support of 𝑛 = 100. To estimate the dominant period length, we
devide the time series length by the number of peaks. If the time
series has no significant periodicity, number_peaks detects very
few to no peaks and the computed period size explodes. Because
current TSAD algorithms cannot deal with very large window sizes,
we limit the period size to below 600 data points, and ignore larger
periods. AutoTSAD deals with this edge case by using fallback
mechanisms in all places where a period length would be used. For
example, we fall back to sampled fixed-length subsequences for the
regime extraction process (cf. Section 4.2.2) and, as relatedwork [61],
use a default value of 100 for the window size parameters.

Snippet Detection. Time series snippets are distinct representative
subsequences in a time series that balance fidelity (low distance to a
part of the time series) and coverage (representative of large regions
of the time series) [34]. Because they are the ideal tool to detect and
extract potentially diverse regions, AutoTSAD extracts the 𝑘 most
representative snippets from our input time series. The optimal
𝑘 in this extraction depends on the input time series and period
length, and is determined automatically in the snippet detection
process. For the implementation of this step, AutoTSAD uses the
snippet discovery algorithm Snippet-Finder [34]. This algorithm
executes a classic greedy search strategy to identify the 𝑘 most
representative snippets in the input time series (with a conservative
𝑘𝑚𝑎𝑥 = 𝛿𝑚𝑎𝑥_𝑠𝑛𝑖𝑝𝑝𝑒𝑡𝑠 = 5 because time series rarely have more
than one snipped per dominant period length). Snippet-Finder
leverages the following two data structures to guide the search: the
snippet profile and the snippet profile area.

The snippet profile is a new (shorter) time series that captures
the distance between a subsequence (the snippet) and all (sliding
window) subsequences of the time series:

Definition 4.1 (snippet profile cf. [34]). Given a snippet 𝑇𝑖,𝑚 as a
subsequence of 𝑇 , the snippet profile 𝑃𝑖,𝑚 =

[︂
𝑃
𝑖,𝑚
0 , 𝑝

𝑖,𝑚
1 , . . . , 𝑝

𝑖,𝑚
𝑛−𝑚

]︂
is a sequence of distance values 𝑃𝑖,𝑚

𝑗
= 𝑀𝑃𝑑𝑖𝑠𝑡 (𝑇𝑖,𝑚,𝑇𝑗,𝑚) com-

puted between the snippet𝑇𝑖,𝑚 and all subsequences T𝑚 of𝑇 using
the MPdist distance measure.

The distances are computed using the robust MPdist distance
measure [28]. For example, given the time series of Figure 3 (A), then
Figure 3 (B) shows the top-5 snippet profiles with window size 100.
The corresponding snippets are listed in the legend. The smaller the
distance in the snipped profile is, the better its snipped describes
the time series at the considered point. Hence, the snippet with the
smallest distance (ideally close to zero) in some region describes
that region best. The more snippets we consider, the better the set of
snippets can approximate every segment in the time series. Because
AutoTSAD requires only the most significant snippets, a selection
is needed. Snippet-Finder considers the snippet profile area, which
is the area under the element-wise minimum of all snippet profiles,
to find a possibly small, but well enough snippet set:

Definition 4.2 (profile area cf. [34]). For a given list of snippets
𝑇𝑇 =

[︁
𝑇𝑖,𝑚 |0 ≤ 𝑖 ≤ 𝑛 −𝑚, 3 < 𝑚 ≪ 𝑛

]︁
of length 𝑙 = |𝑇𝑇 | for time

series 𝑇 and their respective snippet profiles 𝑃𝑃 = [𝑃𝑖,𝑚 ∀𝑇𝑖,𝑚 ∈
𝑇𝑇 ] also of length 𝑙 , we can compute a new curve𝑀 as the elemen-
twise minimum of all snippet profiles: 𝑀 = [𝑀0, 𝑀1, . . . , 𝑀𝑛−𝑚],
where 𝑀𝑗 = 𝑚𝑖𝑛

(︂ [︂
𝑃
𝑖,𝑚
𝑗

∀𝑃𝑖,𝑚 ∈ 𝑃𝑃

]︂ )︂
. The profile area 𝐴 is the

(discrete) area under the curve𝑀 : 𝐴 = Σ𝑛−𝑚
𝑗=0 𝑀𝑗 .

With increasing 𝑘 , the snippet profile area shrinks constantly. To
determine a small number of snippets𝑘 that also possibly minimizes
the snippet profile area, we execute Snippet-Finder with all 𝑘 ∈
{1, ..., 𝑘𝑚𝑎𝑥 } and use the knee-finding algorithm on the change in
the profile area over 𝑘 [34, Sect. 3B]. Figure 3 (C) displays the change
in the profile area when considering the top-𝑘 snippets compared
to the top-(𝑘 − 1) snippets. The best 𝑘 has the highest change in the
profile area, thus, 𝑘 = 4 is optimal for this example. The snipped
detection finally forwards the top-𝑘 snippets with their profiles to
the regime extraction.

4.2.2 Regime Extraction. AfterAutoTSAD analyzed the input time
series, it extracts certain subsequences that correspond to poten-
tially different base behaviors, such as takeoff, cruise, and landing
of a plane. These regimes will later serve as the foundation for
generating training time series. By default, we use the previously
detected snippets and their profiles to extract various regimes from
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Figure 3: Regime extraction process using snippets of length

𝑚 = 100 and 𝑘𝑚𝑎𝑥 = 5: (A) Input time series partitioned into

snippet-based regimes with a zoom-in on a subsequence that

is not covered by the selected regimes. (B) Distance profile for

each snippet. (C) Change in the profile area when comparing

the top-𝑘 area to the top-(𝑘 − 1) area.

the input time series with a specific snippet-based extraction tech-
nique. However, if we could not extract any snippets or if there is
only a single snippet, AutoTSAD falls back to a sampling-based

strategy. In the following, we describe both the snippet-based and
the sampling-based extraction in more detail.

Snippet-based Extraction. The snippet-based extraction uses the
snippet profiles to identify subsequences of the time series that are
covered by a specific snippet. We call all subsequences of the same
snippet a regime. Given the snippet profiles PP for a period length
𝑚, we can easily calculate the profile area curve𝑀 as described in
Definition 4.2. The element-wise minima in 𝑀 partition the time
series into up to 𝑘 different snippet types. A coherent subsequence
of a specific snippet might be longer or shorter.AutoTSAD extracts
all these subsequences, groups them by snippet type, and concate-
nates the grouped sets to retrieve one possibly long regime for each
snipped type. To make the described regime extraction process
work in practice, we have to add a few additional considerations
that we describe in the following.

Because the concatenation leaves sharp cut points between the
concatenated subsequences that anomaly detection algorithms will
identify as anomalous, AutoTSAD needs to track all cut points and
deal with them appropriately: (i) When fetching an actual training
time series from a regime, we choose a concatenated subsequence
with a minimal number of cut points, (ii) when injecting anomalies
into the regimes, we ensure an anomaly-free margin around the cut
points, and (iii) when optimizing the TSAD algorithms, we mask
the cut points, such that the algorithms do not see them.

If certain snippets were chosen badly or if the dataset is partic-
ularly chaotic, the regime extraction sometimes produces highly
fragmented regimes with many cut points. To reduce regime frag-
mentation, AutoTSAD first identifies subsequences, which are
shorter than one period length (technically 0.95 ·𝑚 or shorter). If
such a short subsequence lies between two sufficiently long subse-
quences of another regime in the profile area curve𝑀 , AutoTSAD

resolves the short subsequence by assigning it to the surrounding
regime. The remaining, not re-assignable short subsequences, such
as the zoomed-in subsequence in Figure 3 (A), are simply dropped,
as the cut-point masking would ignore them anyway.

Despite the short subsequence removal, regimes might still be
highly fragmented. To measure the degree of fragmentation in
a regime, AutoTSAD measures every regimes’ median number
of consecutive periods. If the median is less than five consecutive
periods (5 ·𝑚), we consider the regime as highly fragmented. The
threshold 5 ·𝑚 works well as a static decision criterion, because
fragmentation is usually either very high (1-2 periods) or very
low (hundreds of periods). AutoTSAD removes every highly frag-
mented regime and corresponding snippet. It, then, restarts the
entire regime extraction with the reduced number of snippets. Snip-
pet #1 in Figure 3 (B), for example, generates only one tiny regime
at𝑇1900,100. Because the regime’s size of 100 is below the 5 ·𝑚 = 500
threshold, it is excluded entirely.

Sampling-based Extraction. If the entire time series consists of
only a single normal behavior, AutoTSAD cannot do any better
than taking a random subsequence for generating training time se-
ries. This simple random sampling (SRS) strategy, which has shown
to be competitive in many domains [34], is also the fallback strategy
if either the period detection or the snipped extraction produced
empty results. SRS, then, randomly cuts at most two continuous
regimes without overlap from the time series. The length of the
extracted regimes is chosen 10% larger than the desired training
data length (cf. Section 4.2.3) to allow some further reduction in the
subsequent cleaning step. If the input time series is shorter than this
length, AutoTSAD selects the entire time series without sampling.

4.2.3 Regime Cleaning. To generate well labeled training data from
the regimes, AutoTSAD tries to avoid the real anomalies in the
input dataset – otherwise, we might train the algorithms to ignore
them. The short subsequence removal in the previous step has
already removed some potential anomalies, but others may still
prevail, especially when SRS was used. Thus, AutoTSAD employs
an additional, aggressive cleaning step that removes possibly many
anomalous points from our regimes.

For the cleaning, AutoTSAD executes our internal TSAD algo-
rithms with their default parameters and the window sizes𝑚 and
𝑚
2 on each extracted regime. Then, it removes from every regime all
points, for which a stable majority of at least 75% of the algorithm
instances (with default parameters) agree that they are anomalous.
An algorithm defines a point of a regime as anomalous by applying
a threshold on its anomaly scoring to produce binary predictions;
all points above the threshold are anomalous. Initially, AutoTSAD
sets this threshold to the 90-th percentile of the scoring. To alleviate
the impact of unreliable results that produce highly fragmented
predictions with many short anomalous subsequences, AutoTSAD
dynamically increases the threshold for some algorithms: It counts
the predicted anomalies, which are contiguous subsequences of
anomalously predicted points, and increases the threshold until the
algorithm does not report more than half of the number of periods
in the regime as anomalous. This dynamic threshold is purposefully
aggressive but retains sufficiently large portions of the regimes for
training. Wherever AutoTSAD removes points from a regime, it
introduces new cut points.
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Figure 4: The synthetic anomaly types that can be injected

into the regimes and their occurrences in the benchmark

datasets; the original regimes are shown in light blue and the

resulting training time series in dark blue.

What remains from the regimes is now trimmed to a maximum
length 𝑙 of 2000 or 10 ·𝑚 points, whichever is larger. For a useful
trimming result, AutoTSAD extracts the subsequences of length 𝑙
from each regime, such that it contains the least number of cut points.
The overall length restriction is necessary, because AutoTSAD’s
algorithm optimization step is an iterative process and would starve
on extremely long regimes, i. e., training time series.

4.2.4 Anomaly Injection. The final step in the data generation
module is the injection of synthetic anomalies into the extracted,
cleaned, and trimmed regimes. For each regime, AutoTSAD applies
different anomaly injection configurations, which results in a rich
set of training time series with different anomalies and base regimes.

The injected anomalies cover nine different types (see Figure 4):
(i) deviation of a single point (outlier), (ii) reduction of the resolu-
tion (compress), (iii) increase in the resolution (stretch), (iv) addition
of Gaussian or white noise (noise), (v) removal of small deviations
(smoothing), (vi) reversal in the time axis (vmirror), (vii) mirroring
on the mean value (horizontal axis) (hmirror), (viii) amplitude mag-
nification or reduction by some factor (scale), and (ix) interference
with one of ten different signals generated with, in our case, the
GutenTAG time series generator [73] (pattern). These types cover
all anomalies in our evaluation datasets and they also cover all
anomaly types discussed in related works [29, 36, 37, 52, 73]. The in-
jection process transforms the respective regimes and may slightly
alter their lengths (e. g., for compress or stretch). The process config-
uration is also customizable, but we recommend using our default
values, which have empirically shown to produce reliable and ro-
bust results; AutoTSAD’s documentation explains the parameters
and their default values in more detail. The default configuration
uses all anomaly types and four representative anomaly lengths.
Besides the configuration parameters, AutoTSAD determines the
remaining anomaly properties, such as the anomaly positions, their
strengths, and their order, via random sampling. The placement
chooses random positions biased towards the middle of the time se-
ries, while enforcing margins around the anomalies and cut points.
If the injection process cannot insert all desired anomalies due to a
lack of viable positions, the current configuration is ignored. Be-
cause AutoTSAD injects for each anomaly type and each anomaly
length one anomaly into each regime, the process generates up to 36

Table 1: All unsupervised TSAD algorithms in AutoTSAD

with their method family, research area, supported dimen-

sionality (uni- or multivariate), and programming language.

Algorithm Area [61] Family [61] Dim. Lang.

STOMP [81] Data Mining distance uni Python
k-Means [77] Classic ML distance multi Python
Sub-KNN [56] Classic ML distance uni Python
Sub-LOF [12] Outlier Det. distance uni Python
Sub-IF [48] Outlier Det. trees uni Python
GrammarViz [63] Data Mining encoding uni Java
Torsk [31] Deep L. forecasting multi Python
DWT-MLEAD [70] Signal A. distribution uni Python

training time series per base behavior, of which up to 𝛿𝑚𝑎𝑥_𝑠𝑛𝑖𝑝𝑝𝑒𝑡𝑠
have been extracted from the input time series.

4.3 Algorithm Optimization

The second module’s goal is to build a set of promising algorithm
instances that can successfully detect the synthetic anomalies in the
diverse training time series, and by proxy work well on the input
dataset. AutoTSAD is an ensembling system that builds on a care-
fully chosen set of eight base TSAD algorithms that perform well
and have unique strengths. Table 1 lists the algorithms with their
research area and method family. Note, though, that AutoTSAD
allows the addition of more or different algorithms.

STOMP [81] efficiently computes the matrix profile, a vector
representing the Euclidean distance between all z-normalized sub-
sequences and their nearest neighbors. The distances in the matrix
profile can be used as anomaly scores. k-Means [77], Sub-KNN [56],
Sub-LOF [12], and Sub-IF [48] slide a fixed-length window over
the time series to generate subsequences. k-Means clusters these
subsequences, and uses the distance to their nearest cluster center
as anomaly scores, Sub-KNN computes the distance to the subse-
quences’ 𝑘𝑡ℎ nearest neighbor, and Sub-LOF computes the local
outlier factor (LOF) (a measure for how isolated a subsequence is
from its local neighborhood). Sub-IF builds an ensemble of trees
isolating the subsequences from each other; anomalies are easier to
isolate and, thus, are close to the root. The reciprocal of the average
path lengths from each subsequence to the tree roots are used as
anomaly scores. GrammarViz [63] is based on symbolic discretiza-
tion and grammar inference. It discovers variable-length time series
patterns and uses the grammar rule coverages as anomaly scores.
Torsk [31] is a deep learning algorithm that uses echo state networks
to forecast time series’ points; anomalies are harder to forecast, so
their predictions deviate significantly from the observed values.
The prediction errors are, therefore, used as anomaly scores. DWT-

MLEAD [70] computes the discrete wavelet transform (DWT) over
many levels and utilizes maximum likelihood estimation (MLE)
to fit Gaussian distributions on windows of each level. For each
point, the log-likelihoods of its windows in the different levels are
aggregated to form anomaly scores.

To ensure that AutoTSAD can build a capable ensemble of opti-
mized algorithm instances, we need to optimize the hyperparame-
ters of the base algorithms on the training time series, choose the
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best candidates, and measure their strengths for the ensembling.
This is implemented in an efficient four-step HPO process: First,
we initialize the search with intelligently chosen hyperparameter
values (Section 4.3.1). Then, we run the hyperparameter search for
a fixed number of trials (Section 4.3.2), prune the search space (Sec-
tion 4.3.3), and repeat this step until convergence or the maximum
number of trials is reached. At the end, we select the best algorithm
instance for each training time series and compute its performance
on all training time series as a proxy for its real performance on the
actual input dataset (Section 4.3.4). Because we already have good
heuristics to set the hyperparameters of our current selection of
base algorithms (from TimeEval), HPO and search space pruning
are optional (dashed steps in Figure 2).

4.3.1 Optimization Seeding. We initialize the hyperparameters of
each algorithm with the manually optimized values from the Time-
Eval benchmark (including window size heuristics based on Auto-
TSAD’s detected period sizes) [61, 73]. If we lack TimeEval heuris-
tics for an algorithm, we use its default hyperparameter values.

4.3.2 Hyperparameter Optimization. AutoTSAD optimizes the hy-
perparameters of every base algorithm for every training time se-
ries separately and relies on different pruning techniques to reduce
the search space (cf. Section 4.3.3). We use Bayesian optimization
(BO) [54] to efficiently explore the search space and RANGE-PR-
AUC as the optimization criterion.

AutoTSAD uses the Optuna library [3] for the implementation
of the BO process with the CMA-ES (Covariance Matrix Adapta-
tion Evolution Strategy) [30] for real-valued hyperparameters and
the TPE (Tree-structured Parzen Estimator) [6] as a fallback for
categorical and integer hyperparameters. AutoTSAD configures
both sampling strategies to use 100 random guesses to explore
the hyperparameter search space before exploiting existing trials
to provide informed suggestions. Every combination of base algo-
rithm and training time series is one independent Optuna study
in AutoTSAD, for which the system performs a maximum of 800
trials. AutoTSAD stops the optimization process every 80 trials to
prune non-promising studies. The first round is allowed 160 trials to
have a better decision basis for pruning. AutoTSAD uses two stop
conditions that are evaluated after each trial: A study is stopped
when either the maximum number of trials (800) is reached, or
when AutoTSAD found ten hyperparameter settings with a quality
≥ 0.95, which is sufficiently good considering that our training
data also only approximates the real anomalies. The chosen BO
configuration (100 guesses, 800 trails, 160 warm-ups, 10 stopping)
is a fair compromise between runtime and effectiveness.

4.3.3 Search Space Pruning. Despite the initial optimization seed-
ing step, all studies are processed independently of each other. We
can, however, leverage information from already executed studies
to prune entire studies from our search space. Algorithm config-
urations of pruned studies are not optimized, but they are still
considered in the subsequent processing steps. After every round
of optimization,AutoTSAD evaluates two pruning rules:Algorithm
pruning stops the study of the worst performing algorithm for each
dataset if still more than one algorithm per dataset remains. Dataset
pruning stops all but one representative study for a group of similar
datasets that are successfully solved by the same algorithm with
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Figure 5: Scoring ensembling process with 𝑘 = 3: (A) → (B)

Gaussian scoring normalization, (B) → (C) algorithm in-

stance ranking, (C) → (D) Robust Rank Aggregation, and,

(B, D) → (E) Mean scoring aggregation.

the same hyperparameter configuration; at the end of the optimiza-
tion process, AutoTSAD then considers the best hyperparameter
configuration of the representative study as the best configuration
for all datasets in the entire group if the configuration leads to a
better detection quality than the initial configuration.

4.3.4 Algorithm Instance Selection. After all studies have been
processed (or simply skipped), AutoTSAD builds a set of well-
performing algorithm instances by selecting the best algorithm
instance for each training time series. In this way, AutoTSAD
translates the variance in the input time series and the variety of
potential anomalies into a broad, but still concise ensemble of algo-
rithm configurations. To increase the variance further and ensure
that every algorithm is present at least once, AutoTSAD adds each
algorithm with its default hyperparameter values if it is not yet
present in the set. After selecting the best algorithm instances, Au-
toTSAD executes these algorithm instances on all training time
series to compute proxy performance metrics. If an algorithm in-
stance was already executed on a training time series during the
previous optimization step, AutoTSAD uses the existing results. As
proxy metrics, we compute for each algorithm instance the mean

quality (RANGE-PR-AUC per default) over all training time series
to capture the algorithm instance’s absolute anomaly detection
effectiveness and the number of datasets, for which this algorithm
instance performed best, to capture the algorithm instance’s relative
effectiveness. AutoTSAD, finally, stores the set of top-performing
algorithm instances and their proxy metrics for the ensembling.

4.4 Scoring Ensembling

The third module’s goal is to compute the final anomaly scoring
of AutoTSAD. This process is visualized in Figure 5 (A-E). Auto-
TSAD, first, executes the best-performing algorithm instances from
the previous step on the actual input time series to retrieve their
anomaly scorings (A) and normalize the scoring ranges (B) (Sec-
tion 4.4.1). Then, it runs different algorithm selection and ranking
methods that use the proxy performance and scoring diversity of
the algorithm instances to create interesting score rankings (C). The
rankings are, subsequently, aggregated into a single ranking (D) of
up to size 𝑘 (Section 4.4.2). In a last step, AutoTSAD computes a
single final ensemble scoring 𝑆 (E) by aggregating the scorings of
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the 𝑘 selected algorithm instances (Section 4.4.3). Because this pro-
cess precomputes the scorings for all suggested ranking methods, it
allows the user to further explore and tune the results interactively.

4.4.1 Algorithm Instance Execution. The first step takes all algo-
rithm instances that survived the selection step and executes them
on the entire input time series. The resulting anomaly scorings are,
then, used in the next steps to capture diversity in the rankings.

The executed algorithms differ in the way they compute their
anomaly scorings. For example, distancemethods (STOMP, k-Means,
Sub-KNN, and Sub-LOF) use the distance to a normal model as the
anomaly score, while distribution methods (DWT-MLEAD) use a
probability or likelihood as the anomaly score. These differences
foster diversity in the score rankings, but they also necessitate that
we calibrate and unify the score ranges before computing any diver-
sity measures or aggregated scores [42]. To scale all scorings to be
in [0, 1], AutoTSAD uses Gaussian normalization, which is the pre-
ferred normalization method for outlier/anomaly scores [42] and
also performed best in our evaluations. It converts any scoring 𝑆 to
probabilities 𝑆∗ assuming a Gaussian distribution by transforming
every score 𝑆𝑖 ∈ 𝑆 to 𝑆∗

𝑖
= erf

(︂
𝑆𝑖−𝜇𝑆√
2𝜎𝑆

)︂
, where 𝜇𝑆 is the scoring’s

mean, 𝜎𝑆 is its standard deviation, and erf () is the error function.

4.4.2 Algorithm Instance Ranking. The second step of the ensem-
bling takes as input (i) the proxy metrics mean quality and number

of datasets from theAlgorithm Instance Selection step and (ii) the nor-
malized scorings of the algorithm instances on the input time series
from the Algorithm Instance Execution step. Because we found many
interesting ranking methods for the anomaly scorings (and their
respective algorithm instances), we take the following approach
to create a single, possibly robust and diverse ranking: We first
let AutoTSAD create multiple individual rankings using different
ranking heuristics. Afterward, AutoTSAD aggregates all rankings
via Robust Rank Aggregation (RRA) [29] into a single ranking. From
this ranking, the top-𝑘 algorithm instances are selected for the final
ensemble. We use 𝑘 = 6 as default to potentially cover all algorithm
families in one ranking. The ranking step in AutoTSAD covers six
ranking methods that each implement a unique ranking heuristic:

(1) Training Quality (TQ) simply ranks algorithm instances
based on their mean quality proxy scores. The algorithm instance
with the highest mean quality on the training data is ranked first.

(2) Training Result (TR) ranks algorithm instances based on
their normalized mean of both proxy metrics, mean quality and
number of datasets. Again, high scores are ranked first.

(3) K-Medoids Clustering (KM) uses 𝑘-medoids clustering [53]
with a scoring distance metric to create 𝑘 diverse clusters of al-
gorithm instances. AutoTSAD chooses 𝑘 to equal the maximum
number of algorithm instances in the ensemble and selects the clus-
ter medoids as ensemble candidates. The medoids are, then, sorted
descending by their proxy metrics.

(4) Affinity Propagation Clustering (AP) uses affinity prop-

agation clustering [26] with a scoring distance metric to create
diverse clusters of algorithm instances. Affinity propagation clus-
tering determines the optimal number of clusters automatically, and
AutoTSAD uses the algorithm instances belonging to the cluster
centers as ensemble candidates. The selected algorithm instances
are again sorted descending by their proxy metrics.

(5) Greedy (GD) is a ranking strategy comparable to Farthest
Point Sampling (FPS) in point cloud analysis [45, 49] or image sam-
pling [23] and, hence, tries to maximize the diversity in the ranked
scorings. For initialization, the greedy strategy selects the scoring
of the algorithm instance with the highest number of datasets proxy
metric value as the first element in the ranking. Then, it iteratively
adds those scorings to the ranking that maximize the scoring dis-
tance to all already contained scorings in the ranking. The process
ends when all scorings are part of the ranking.

(6) Maximal Marginal Quality (MMQ) is comparable to the
Maximal Marginal Relevance (MMR) criterion from information
retrieval [14]. It tries to balance the quality and diversity of the
scorings by also building the candidate list greedily. AutoTSAD
uses training-quality as the quality measure and a scoring distance
as the diversity measure. As the first element in the ranking, MMQ
selects the algorithm instance with the highest quality. For all fol-
lowing elements, it iteratively chooses the algorithm instance that
maximizes a weighted score of quality and maximum distance to
the existing algorithm instances. For AutoTSAD, we propose a
weighting of 30% quality to 70% diversity. The MMQ strategy fin-
ishes when all algorithm instances have been added to the ranking.

The different rankings are all biased towards specific metrics and
diversity-creating selection strategies. AutoTSAD, therefore, uses
RRA to combine the (noisy) rankings of all ranking methods into a
single scoring ranking. More specifically, we use the Minimum In-

fluence Metric (MIM) method [29, Section A.7.2], which works well
for algorithm selection use cases [29]. It computes the empirical
influence of each algorithm instance on an all-encompassing Borda
ranking. The algorithm instances are, then, ranked with increasing
influence: High influence indicates “bad” rankings, while low in-
fluence indicates “good” rankings. The RRA method is the default
ranking technique in AutoTSAD, but AutoTSAD’s user interface
allows exploring the results of all ranking strategies.

The attentive reader might have noticed that the ranking strate-
gies (3) to (6) rely on a scoring distance, which is a distance measure
for two anomaly scorings. This distance can be calculated in various
ways. InAutoTSAD, we utilize the two scoring distances, Euclidean
Scoring Distance and Annotation Overlap Distance.

The Euclidean Scoring Distance (ESD) is computed directly on
the point-wise anomaly scorings, which is possible because the
scorings from different algorithm instances have the same length.
After normalization in the previous step, the values are also in the
same range and comparable to each other. Thus, we can simply
apply the Euclidean distance function to each pair of scorings in

the ensemble: 𝑑𝐸𝑆𝐷 (𝑆𝑖 , 𝑆 𝑗 ) =
√︂(︁

𝑆𝑖 − 𝑆 𝑗
)︁2. The Euclidean distance

captures small variations in the scorings and is sensitive to large
differences in single points. This emphasizes point outlier detections
in the rankings. However, also small differences for many points
sum up over the time series, which might lead to the inclusion of
non-optimal scorings in the rankings.

The Annotation Overlap Distance (AOD) uses the Jaccard index
on the binary predictions received after applying 2𝜎-thresholding
(cf. Section 3) on each anomaly scoring. We, first, compute the bi-
nary predictions 𝑃 𝑗 for all scorings 𝑆 𝑗 of the candidate algorithm
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instances by 𝑃
𝑗
𝑖
= 1

(︂
𝑆
𝑗
𝑖
≥ 𝜃2𝜎 (𝑆 𝑗 )

)︂
for all points 𝑆 𝑗

𝑖
∈ 𝑆 𝑗 . Then,

we compute the Jaccard distance for a candidate pair of algorithm
instances 𝑖 and 𝑗 using 𝑑𝐴𝑂𝐷 (𝑃𝑖 , 𝑃 𝑗 ) = |𝑃𝑖∩𝑃 𝑗 |

|𝑃𝑖∪𝑃 𝑗 | . The AOD is more
robust to small changes in the scores compared to the ESD, and al-
lows us to include algorithm instances in the ensemble that consider
different parts of the time series as anomalous.

The ranking strategies (3) and (4) use ESD. For the ranking
strategies (5) and (6), AutoTSAD considers both scoring distance
metrics; thus, they actually produce four rankings. This leads to
overall eight different ranking strategies plus their RRA.

4.4.3 Scoring Aggregation. Because rank-wise aggregation looses a
lot of information [1], especially the temporal context, AutoTSAD
aggregates the results of the algorithm instances score-wise to
produce a final scoring 𝑆 . Let S be the ranking of chosen scorings
for the final aggregation with |S| = 𝑘 . All 𝑆𝑖 ∈ S are already in
[0, 1] because the aggregation is performed after the unification of
the anomaly scorings (cf. Section 4.4.1). This allows AutoTSAD to
use either of two traditional aggregation methods: Max or Mean.

Max aggregation calculates the element-wise maximum anomaly
score over all scorings. Hence, we aggregate each index 𝑖 in the
scorings as 𝑆𝑖 = 𝑚𝑎𝑥

(︂
𝑆0
𝑖
, . . . , 𝑆

𝑗
𝑖
, . . . , 𝑆𝑘

𝑖

)︂
for all 𝑆 𝑗 ∈ S. While

Max is bias-reducing, it can be unstable [1], and tends to produce
scorings, where large regions have high scores and few scorings
dominate the overall result.

Mean aggregation calculates the element-wise mean anomaly
score over all scorings. For each index 𝑖 in the scorings, we take
the average of all algorithm instance’s scorings 𝑆 𝑗 ∈ S: 𝑆𝑖 =

𝑚𝑒𝑎𝑛

(︂
𝑆0
𝑖
, . . . , 𝑆

𝑗
𝑖
, . . . , 𝑆𝑘

𝑖

)︂
. Mean is variance-reducing [1], and we

show in Section 5.4 that it is superior to Max aggregation.

5 EXPERIMENTAL EVALUATION

In this section, we evaluate AutoTSAD’s performance in differ-
ent settings and on various datasets. More specifically, we first
evaluate the relevance of the hyperparameter optimization (Sec-
tion 5.1), afterward, we compare AutoTSAD’s detection quality
to six state-of-the-art baselines (Section 5.2), then we evaluate the
effectiveness of the data generation module (Section 5.3), and fi-
nally, we assess the differences among AutoTSAD’s ensembling
strategies (Section 5.4).
Hardware and Software. We perform all experiments in a Slurm-
managed HPC lab. The compute nodes are equipped with Intel
Xeon Gold 5220S or AMD EPYC 7742 CPUs and run Ubuntu Linux.
We assign a single CPU, 20 GB of main memory, and a time limit
of 12 hours to every job/execution, and disable AutoTSAD’s par-
allelism. AutoTSAD is implemented in Python version 3.8.15 and
uses OpenJDK version 11.0.20 to execute GrammarViz.
Baseline Algorithms.We compare AutoTSAD’s anomaly detec-
tion accuracy to six baselines: k-Means, Oracle, SELECT Vertical,
SELECTHorizontal, CAE-Ensemble, and TSADAMS. TheOracle base-
line is a perfect selection algorithm that “magically” selects the best
performing algorithm for every time series based on 71 carefully
optimized TimeEval algorithms [61]; because Oracle uses ground
truth information for the selection, it creates an upper bound for
the anomaly detection quality. k-Means [77] is a TSAD algorithm

with one of the overall best detection scores in the TimeEval study
and the best performing base algorithm in AutoTSAD. All baseline
algorithms and AutoTSAD’s internal algorithms use the manu-
ally and dynamically optimized TimeEval hyperparameter settings
(window sizes, for example, are set dynamically according to the
inputs’ period lengths). For its own hyperparameters, AutoTSAD
uses the proposed static default settings. SELECT [58] is an unsu-
pervised outlier ensembling technique that selects and aggregates
the results from its base components using two different selection
strategies: vertical and horizontal. We ported the author’s Matlab
implementation to Python and use AutoTSAD’s base algorithms
as the base components for the SELECT ensemble. CAE-Ensemble
is a deep-learning based ensemble of convolutional autoencoders
with a diversity-driven self-supervised learning scheme. We adapt
the author’s implementation to be able to use the test time se-
ries (without labels) during training and automatically execute
the unsupervised hyperparameter selection process with ten pa-
rameter settings. CAE-Ensemble uses an NVIDIA TITAN X GPU.
TSADAMS [29] is a state-of-the-art method selection technique for
TSAD. It selects the possibly best model using RRA and various
surrogate metrics. We use the author’s implementation, including
the proposed semi-supervised base algorithms. Because TSADAMS
requires forecasting approaches as base algorithms, it cannot use
AutoTSAD’s base algorithms that cover all algorithm families.

Datasets. Our evaluation uses 106 univariate time series from 12
different dataset collections with varying characteristics that are
available in our repository: SAND [10], GutenTAG [73], IOPS [59],
KDD-TSAD [39, 75], MGAB [69], NAB [2], NASA-MSL [33], NASA-
SMAP [33], WebscopeS5 [43], TSB-UAD-synthetic [52], TSB-UAD-
artificial [52], and NormA [9]. For the SAND datasets, we select 11
time series from the different SAND categories and include time
series, for which SAND performed particularly well and poor. For
the remaining collections, we use the preprocessed datasets from
TimeEval and sample 10 time series from each collection. We in-
clude all time series that (i) have at least one anomaly, (ii) have
a contamination < 0.1, and (iii) could be solved by at least one
algorithm with a RANGE-PR-AUC ≥ 0.6 in the TimeEval bench-
mark [61]. Some (filtered) collections contain fewer than 10 time
series, so we use all remaining time series.

5.1 Hyperparameter Optimization

In Section 4.3, we claim that the use of pre-optimized hyperparame-
ter values (e. g. TimeEval hyperparameter values) justifies skipping
HPO and its large runtime overhead. To support this claim, we first
exemplary show that the Optimizationmodule, despite our runtime
reduction efforts, makes up most of AutoTSAD’s runtime. Then,
we compare the anomaly detection quality of AutoTSAD with and
without HPO for different default hyperparameter settings.

In Figure 6 (left), we compare the runtime of AutoTSAD’ major
steps with HPO turned on (+𝑂) and off (−𝑂) for three different
datasets. The measurements show that executing AutoTSAD with-
out HPO can be orders of magnitude faster than running the full
HPO process. With HPO, the HPO steps in Algorithm Optimization

clearly dominate the runtime of the system, which is due to the
many algorithm executions caused by the Bayesian optimization;
the Algorithm Optimization causes some overhead even without
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Figure 6: (left) runtime breakdown with optimization

(+𝑂) and without optimization (−𝑂) for the datasets (A)

TSB-UAD-artificial-69_2_0.02_15, (B) KDD-TSAD-022, and (C)
SAND-SED; (right) median runtime over all datasets without

optimization for different numbers of parallelism.
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Figure 7: Improvement in RANGE-PR-AUCwith and without

HPO over all datasets. We compare four versions of Auto-

TSAD: TimeEval and TimeEval-optim use the default pa-

rameter values of AutoTSAD with the TimeEval heuristics;

naive and naive-optim use random default values.

HPO due to the calculation of the proxy metrics. The Algorithm In-

stance Execution step, i. e., Scoring Ensembling (Step 1), takes up the
bulk of the remaining runtime. Note that this step also takes longer
with HPO because HPO generates more algorithm configurations
than just the TimeEval configurations. The Algorithm Instance Exe-

cution time with HPO turned off is the inevitable core activity of any
ensemble (automatic or manual). Figure 6 (right) plots the median
runtime of AutoTSAD over all datasets for different degrees of par-
allelism. The plot shows that AutoTSAD scales decently well with
increasing parallelism, although the more expensive algorithms in
the ensemble eventually cap the gains of additional processes.

Because the hyperparameter optimization is the by far most
expensive step, we analyze its relevance. Figure 7 shows the im-
provement in anomaly detection quality achieved via AutoTSAD
parameter optimization when using either the already well opti-
mized TimeEval parameterization strategy or naive default values.
The plots show that if we use TimeEval values, the mean RANGE-
PR-AUC gain is negligible. For this reason and because executing
AutoTSADwith HPO is about 40× slower than without HPO (mean
runtime over all datasets: 67,840s > 1,712s), we can skip the opti-
mization steps if the internal algorithms are executed with effective
parameter selection heuristics. For naive default hyperparameters,
though, HPO can significantly improve the detection quality. The
plot also shows that the quality achieved with HPO-optimized
naive values is on a par with non-HPO-optimized TimeEval values.
Hence, we recommend executingAutoTSADwith the optimization
steps, if new, not pre-optimized TSAD algorithms are used, and
skip the step otherwise (as we do for our remaining experiments).
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Figure 9: Two different rankings from AutoTSAD on the

A4Benchmark-2 dataset from the WebscopeS5 collection.

5.2 Anomaly Detection Quality

For the results shown in Figure 8, we executed all baseline algo-
rithms and AutoTSAD (without HPO) on all 106 datasets, and
measured the runs’ RANGE-PR-AUC anomaly detection quality.
Because TSADAMS’s base algorithms require anomaly-free train-
ing data, the approach was executed on only 40 datasets that offer
such training data. The box plots show the results for each algo-
rithm over all successfully processed datasets, including the median
(vertical line), the mean (vertical dashed line), and the minima and
maxima (whiskers).

The baseline that always uses the best algorithm for each dataset
(Oracle) solves the discovery task best, i. e., with a mean RANGE-
PR-AUC > 0.8, but under unrealistic assumptions. By using the
best base TSAD algorithm (k-Means) of AutoTSAD, we observe
on average rather low scores compared to the optimal results. This
is due to the algorithms’ focus on specific types of anomalies. The
SELECT ensembling baselines are (on average and by mean) worse
than k-Means, despite k-Means being one of the ensemble’s base
algorithms. This is because SELECT considers each individual data
point in the time series independently and, thus, looses the time con-
text during score selection and aggregation. Despite the increased
resource usage, CAE-Ensemble cannot achive competitive results.

AutoTSAD, which is shown with the two score aggregation
methods Mean and Max, achieves significantly better results than
the realistic baselines. Both variants have a mean and average
RANGE-PR-AUC > 0.7. This demonstrates that AutoTSAD’s rank-
ing and aggregation techniques, which are based on the individual
scores gathered from the semi-synthetic regimes, work well in
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practice. Overall, Mean is superior to Max aggregation, confirming
related work [1]. We note that, for a few time series, individual
AutoTSAD ranking strategies can still not reliably detect the anom-
alies (whiskers reaching as low as 0.08) because the anomalies in
these time series are particularly hard to detect. We display one
such time series in Figure 9. Alternative AutoTSAD ranking strate-
gies can usually detect these anomalies, though. Because users can
create and explore rankings in AutoTSAD efficiently, namely with-
out re-configuring and re-running TSAD algorithms, user-guided
AutoTSAD runs can achieve even higher performances.

For comparison, we also show two method selection approaches:
TSADAMS and AutoTSAD Top-1 Method, which simply uses the
top-ranked algorithm instance from our RRA ranking. TSADAMS
generally performs poorly because its base algorithms are very
similar and often miss the anomalies in our datasets, despite that
we share 1

4 of the datasets with the original paper [29]. AutoTSAD
Top-1 Method is significantly better than TSADAMS. AutoTSAD’s
aggregation techniques, however, show to be even more effective
than selecting the top algorithm instance from the rankings, espe-
cially in the mean and minimum quality because in this way the
system combines the strengths of different TSAD algorithms. Thus,
we suggest an ensembling instead of a selection strategy.

5.3 Data Generation

To assess AutoTSAD’s data generation process, we first evalu-
ate the Regime Cleaning step by measuring how many of the real
anomalous points it removes from a time series. On average, the
cleaning step achieves a recall of 0.63 (median 0.87) and a preci-
sion of 0.12, which is in line with average TSAD performances.
The cleaning step purposefully favors recall over precision because
removing more points than necessary is not harmful.

To evaluate the regiming process, we executed AutoTSAD with
Dataset Analysis, Regime Extraction, and Regime Cleaning turned
on and off. When the steps are turned off, the average RANGE-
PR-AUC decreased only from 0.71 to 0.70. This is because almost
all datasets in existing benchmark collections exhibit only a single
base oscillation. Hence, we also consider three specific datasets
with actual regime shifts, from [73], [10], [39] respectively, and
measure much higher RANGE-PR-AUC scores with the regiming
steps (0.76, 0.63, 0.99) than without these steps (0.03, 0.43, 0.84).

To demonstrate the generalizability of the Anomaly Injection

step, the next experiment samples 69 additional random datasets
from our collections. With the additional dataset, AutoTSAD’s
average RANGE-PR-AUC decreases slightly from 0.71 (original 106
datasets) to 0.70 (all 175 datasets) while keeping the same relative
improvement over its competitor approaches.

5.4 Ensembling Strategies

The next set of experiments investigates AutoTSAD’s different
ensembling strategies. The proposed eight ranking methods and
two aggregation methods result in 16 different ensembling strate-
gies. In addition, AutoTSAD uses RRA to combine all rankings
into a single ranking for the two aggregation methods. We show
all 18 ensembling strategies of AutoTSAD in Figure 10. The RRA
strategies are highlighted in a darker color (see also Figure 8).
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Figure 10: Comparison of the different ensembling strategies

supported by AutoTSAD over all datasets.

The results confirm that Mean aggregation is on average and for
most rankings superior to Max aggregation [1]. Mean aggregation,
in general, has a significantly higher median performance than Max
aggregation. In agreement with related work [29, 58], RRA Mean
is better in mean and median over all datasets than the individual
rankings that it combines. It, therefore, serves as our default setting.

We can see that some ensemblingmethods have specific strengths
for some datasets, but overall, their performance is comparable. In
Figure 9, we show a ranking of AutoTSAD RRA Mean that pro-
duces poor results and AutoTSAD AP Mean that produces much
better results. Note that AP automatically determines the number of
algorithm instances based on scoring similarities and, thus, chooses
only two representatives. Because ranking strategies produce scor-
ings of varying quality, their presence inAutoTSAD is an important
feature for the user to find relevant anomalies. AutoTSAD makes
this easy by providing an interactive user interface that displays
not only the final scoring but also the ranked individual scores.

6 CONCLUSION

AutoTSAD is an unsupervised anomaly detection ensembling sys-
tem that does not require labeled training data. It still offers various
configuration and exploration options that either let the user trade
precision for runtime or provide means to interactively ensem-
ble the ranked scoring results. Due to the regime extraction and
anomaly injection, AutoTSAD can deal with different motifs and
anomaly types in the same input time series. The internal ensem-
ble of TSAD algorithms covers an effective selection of anomaly
detection approaches, which can easily be extended with additional
algorithms, including future ones. We tested AutoTSAD for uni-
variate time series with excellent results and plan to extend it for
multivariate time series in future work. The most challenging part
for this extension is the non-trivial extraction of regimes in multi-
variate data; with correlation anomalies [72] and multivariate TSAD
algorithms [27, 71], the remaining steps work very similar.
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